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Abstract. Although computer-aided diagnosis has become an important tool for 
rapid detection of lung diseases, the reliability of algorithm visualization on chest 
X-ray (CXR) images remains a challenge. This study explores the detection per-
formance of a fusion model combining Transformer and CNN models. A deci-
sion constraint module was designed to achieve interpretable pneumonia detec-
tion. The performance of the decision constraint module was observed using 
Grad-CAM technique, and experimental results demonstrate that it outperforms 
lung mask segmentation. By activating transfer learning, our parallel combina-
tion model effectively identifies COVID-19 categories with a test set accuracy of 
98.65%.  
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1 Introduction 

COVID-19 caused a global health crisis and is one of the deadliest pandemics of this 
century. While the virus has become less virulent, it remains highly transmissible. It is 
expected that the virus will continue to coexist with us in the foreseeable future. There-
fore, early screening is essential to prevent further spread. 

Medical image analysis is an essential tool and technical approach in medical re-
search, clinical disease diagnosis, and treatment. It has gained significant momentum 
due to the continuous advancement of medical imaging technology and computer tech-
nology. The availability of open-source medical image databases further supports the 
development of this field. (Rajpurkar P al., 2017[1]; Wang X al., 2017 [2]) studied the 
early deep learning classification application of low-level features of lung diseases such 
as atelectasis, infiltration, pneumothorax, etc. on the chestx-ray14 dataset.  

Convolutional neural networks (CNNs) have achieved unprecedented performance 
in many tasks such as medical image classification, localization and segmentation. The 
CNN-based approach has also been used for the recognition of X-ray images of 
COVID-19 by (Wang Wei al., 2021[3]; Yang Jiezhi al., 2021[4]; Yi Sanli al., 2021[5]). 
CNNs have achieved success but rely on vision's inductive bias and lack efficiency in 
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capturing global context. Stacking convolutional layers expands receptive fields for ac-
cessing distant information, but downsampling weakens low-level features and discards 
some as resolution decreases. Thus, researchers focus on a new framework using self-
attention to model global context. (Jiang J al., 2021[6]; Krishnan K S., 2021[7]; shome D 
al., 2021[8]; Gao x al., 2021[9]) used Vision Transformer and Swin Transformer, which 
were variants of self-attention mechanisms. Currently, the extension of self-attention 
has been successfully applied to downstream tasks in computer vision. 

Deep learning models have had success in decision-making but face challenges. Un-
like support vector machines with mathematical derivations, deep learning optimizes 
through reward mechanisms and lacks interpretability on small datasets. This makes it 
difficult for evaluation metrics to reflect the model's understanding of pathology when 
medical data is limited.  (Kerman d s al., 2018[10]) they validated the performance of 
CNN models on image tasks related to the eyeball and lung organs. Specifically, they 
trained on 5232 chest X-ray images, and obtained 92.8% accuracy when distinguishing 
pneumonia from normal chest X-ray on test set. While (Rahman t al., 2021[11]) explored 
the performance of different CNN models on 11825 chest X-ray images under multiple 
image enhancement technologies. They proposed using lung segmentation mask im-
ages as inputs to introduce a bias towards the lung region and enhance model interpret-
ability. However, this led to a decrease in the accuracy of the best pneumonia identifi-
cation model from 96.29% to 93.22%. In my opinion, despite the decrease in metrics, 
the visual results of the model trained on small data are more interpretable. 

Finally, this paper proposes a combined model of parallel CNN and Transformer, 
with the decision constraint function as a separate plug-in module. The aim is to vali-
date the model's learning ability through both metrics and visualization, as Fig 1. 

 

Fig. 1. Grad-CAM visualizes COVID-19 CXR and Normal CXR to show the learning position 
of CNN model 

In summary, our main contributions are as follows. 

 The concurrent structure is used to replace the serial feature pattern, which allows 
for better integration of local features and global semantics. 
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 The decision constraint module is established, which exhibits strong applicability 
and outperforms lung segmentation mask images as inputs. 

 This paper goes beyond the pursuit of model classification accuracy and expands the 
traceability of decision-making basis using CAM technology to enhance the relia-
bility of providing auxiliary diagnosis for clinicians. 

2 Related works 

2.1 Self-attention 

The self-attention mechanism was proposed by the Transformer model. (Vaswani et al., 
2017[12]), and was originally used to deal with machine translation tasks. The method 
used by VIT (Dosovitskiy A et al., 2020[13]) to introduce self-attention mechanism is 
by flattening the 2D image into a one-dimensional sequence and learning the represen-
tation power of the data through iterative encoding and decoding. While it breaks the 
spatial constraints of convolutional windows, it loses the translational invariance in-
duction bias, resulting in an increase in model ceiling and the difficulty of fitting. 

 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛ሺ𝑄, 𝐾, 𝑉ሻ ൌ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥ሺ
ொ௄೅

ඥௗೖ
ሻ𝑉   (1) 

The vector representation of Q, K, and V here is a 3-dimensional tensor [B, C, H*W], 
where B represents the batch size, C represents the number of channels, and H and W 
represent the height and width of the input, respectively. 

2.2 Upsampling 

Upsampling is a common method to increase the complexity of a model. U-
Net(Ronneberger O et al., 2015[14]) is a end-to-end segmentation framework based on 
convolution backbone. We can conveniently use the U-Net architecture to train a model 
for lung segmentation as Fig. 2. 

 

Fig. 2. U-Net model architecture used for lung segmentation 

3 Proposed famework 

We propose a parallel coupling and decision constraint module, as shown in Fig 3. 
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Fig. 3. The network architecture of the proposed model. (a) Residual block structure, (b) Deci-
sion constraint structure, (c) Upsampling structure, (d) Process framework 

Next in this section, we will elaborate on the details of the model:  decision con-
straints, Transformer branch structure and branch fusion details. 

3.1 Decision constraints  

The mentioned lung segmentation preprocessing operation is a strategy that limits the 
decision source, but it results in significant information loss. This paper designs a de-
cision constraint module for the classification model and adds it to the intermediate 
process. The decision constraint module only consists of downsampling and upsam-
pling, without any skip connections between shallow and deep features. The downsam-
pling is composed of three convolutions, the upsampling is composed of linear interpo-
lation and two convolution blocks, as Fig. 3(b). The final result will be a binary mask 
image generated from the input image. This binary mask image is multiplied with the 
input image's pixels to increase the weight of high-intensity areas and decrease the 
weight of low-intensity areas. Since the subsequent classification relies on this new 
input image, this process is adaptive in order to ensure accurate classification results. 
Experiments show that it has greater potential for performance improvement than direct 
lung segmentation pretreatment. 

3.2 Transformer branch  

We adopt the framework of Vit, using the Transformer Encoder as the building block 
structure. In this paper, Transformer Block is applied to divide 64x64 input into 2x2 
patches, set depth to 2, and merge embedded features into 512x8x8 shapes, which are 
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the same size as CNN features for feature fusion. In addition, the CLS token is reserved 
to predict the results together with the MLP of the CNN branch. 

3.3 Proposed model Structure 

In order to better integrate local features and global representation, this paper believes 
that the original structure of CNN and Transformer in series will be improved if it is 
designed as a parallel network structure, as shown in Fig. 3(d). As overall framework 
and architecture, the proposed model is composed of a stem module, two branches, 
fused features and a classifier. The stem module is used to extract the initial low-level 
features and then generates input images through decision constraint module sending 
to the two branches respectively. The CNN branch and Transformer branch are com-
posed of repeated Residual Blocks and Transformer Blocks respectively. This concur-
rent structure means that CNN and transformer branches can retain local features and 
global representation to the maximum extent, respectively. Feature map and patch em-
bedding are merged in the channel dimension as fusion features. Then the feature is 
extracted by a 2x2 convolution with a step size of 2. Finally, the fusion features are 
input to a classifier, while retaining the classification results of the Transformer branch 
CLS token. In the reasoning process, the two classifiers add the same importance 
weight as the output result. 

4 Datasets   

In this study, Dataset1 prepared by the (M. E. H. Chowdhury et al., 2020[15]) contains 
COVID-19, Normal, Lung opacity and Viral pneumonia. And Dataset2 prepared by 
(Kermany D S et al., 2018[10]), contains Normal, Bacteria pneumonia and Viral pneu-
monia. Besides, NIH-8 Dataset has eight findings, a total of more than 38020 images 
by (X. Wang et al., 2017[16]). This paper considers transfer learning on NIH-8 dataset 
to extract low-level CXR features to improve the general performance of Transformer 
model in small Datasets. 

4.1 Datasets description 

There are two Dataset used to verify the generalization ability of the model. The images 
of Dataset1, a total of 21165 CXR images. Among them, 10192 were Normal, 3616 
were COVID-19 positive, 1345 were Non COVID Viral pneumonia images, and 6012 
were Lung opacity CXR images. The Dataset2 contains 2572 normal, 2772 Bacterial 
pneumonia, and 5109 Viral pneumonia images. See Table 1 for division details. 

Table 1. Details of the dataset used for training, validation, and testing. 

Dataset Datasets description 
Types Total Train, Val Test 

Dataset 1 COVID-19 3616 3245 371 
Normal 10192 9108 1084 
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Lung opacity 6012 5332 680 
Viral pneumonia 1345 1218 127 

Dataset 2 Bacteria pneumonia 2772 2502 270 
Normal 2572 2293 279 

Viral pneumonia 5109 4612 497 

5 Experimental results 

As mentioned earlier, there are two different Datasets and two experiments (on plain 
images and mask segmented lungs images) were conducted. In addition, we trained 
low-level semantic on NIH-8 Dataset, activated Transformer structure.  

Table 2. The classification performance of single model and combined model on dataset1,2 is 
compared. 

Models Dataset 1 Dataset 2 
(Params) Acc Acc 

CNN-based   
ResNet18 (11M) 94.25% 89.67% 

ResNet50 (23M) 94.34% 89.00% 
DenseNet121 (6M) 94.21% 91.01% 

ConvNeXt-T (27M) 92.75% 87.19% 
EfficientNetV2 (20M) 94.61% 90.92% 

Transformer-based   
ViT-T/16 (14M) 90.72% 88.53% 

Pre ViT-T/16 (14M) 91.95% 89.29% 

CNN-Transformer   
Res18-ViT-T/2 (26M) 93.99% 88.81% 

Pre Res18-ViT-T/2 (26M) 94.25% 90.06% 
Proposed (22M) 94.16% 90.06% 

Pre Proposed (22M) 95.45% 91.97% 

According to the performance metrics in Table 2, it can be observed that CNN net-
works demonstrated significant advantages in both dataset 1 and 2. Despite leveraging 
the pretraining weights from NIH-8, the Transformer-based model achieved an accu-
racy of 91.95% on dataset 1, which is still lower than the accuracy of 94.61% achieved 
by EfficientNetV2. Similarly, on dataset 2, the accuracy of 89.29% is lower than the 
accuracy of 91.01% achieved by DenseNet121. On the other hand, the serial combined 
model, even with the pretraining weights, can only perform on par with the CNN model. 
However, the Proposed model with pretraining weights achieved the highest accuracy 
on both datasets, reaching 95.45% and 91.97% respectively. Figure 4 also demonstrates 
the advantages of the parallel model with pretraining weights. 
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Fig. 4. Valid accuracy curve of Dataset1  

According to Table 3, our proposed model performs exceptionally well in the 
COVID-19, Lung opacity, and Normal categories. It only lags behind the serial model 
in the Virus category, which could possibly be attributed to data imbalance. Overall, 
we believe that the parallel model has an advantage in integrating CNN and Trans-
former features. 

Table 3. The performance of serial and parallel structures on dataset1. 

Models Dataset 1 
COVID-19 Lung opacity Normal Virus Total 

Pre Res18-ViT-T/2 95.42% 89.71% 96.22% 98.43% 94.25% 
Pre Proposed 98.65% 92.79% 96.40% 92.91% 95.45% 

Table 4. The effects of lung segmentation and decision constraints on classification accuracy 
are compared. 

Models Dataset1 

Acc Precision F1 
Lung Segmented    

ResNet18 92.97% 93.01% 92.99% 

DenseNet121 92.84% 92.90% 92.87% 

EfficientNetV2 93.81% 93.81% 93.81% 

Pre Res18-ViT-T/2 92.93% 92.95% 92.94% 

Decision Constraint    

ResNet18 94.12% 94.19% 94.16% 

DenseNet121 94.16% 94.17% 94.17% 

EfficientNetV2 94.21% 94.22% 94.21% 

Pre Res18-ViT-T/2 93.99% 94.03% 94.01% 

Pre Proposed 95.31% 95.35% 95.33% 

In the following experiments, we compared the effects of two approaches: directly 
segmenting the input images of the lungs and incorporating a decision constraint mod-
ule. As the decision constraint module was designed as a plug-and-play component, we 
added this module to multiple different models to verify its effectiveness. As Table 4. 
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Compared to the data in Table 2, the lung segmentation method clearly leads to a 
noticeable decrease in accuracy. However, the models with the decision constraint 
module have not experience significant losses in accuracy. Our proposed model only 
dropped from 95.45% to 95.31%. 

 

Fig. 5. Proposed model for grad cam visualization of correctly classified CXR images. 

Observing the basis of network decisions is crucial. The Grad-CAM technology can 
generate heatmaps based on gradient information obtained from backpropagation. 
These heatmaps are used to validate the original chest X-ray images, lung-segmented 
images, and the decision constraint module through Grad-CAM heatmaps. Based on 
the Fig 5, the decision constraint model is capable of generating reliable visual results. 

6 Conclusions 

Computer-aided diagnosis is crucial in clinical medicine, and result visualization plays 
a key role in biomedical applications. In this study, we conducted experiments using 
chest X-ray images. Our parallel CNN Transformer combined model achieved a 
COVID-19 diagnosis accuracy of 98.65% with pre-trained weights. Additionally, our 
proposed decision constraint module provided a solution for heatmap visualization is-
sues and improved upon previous research methods, striking a balance between accu-
racy performance and visualization performance. This technology confirms the relia-
bility of trained models by reducing irrelevant region weights and focusing on training 
decisions derived from the lung region. This deep learning algorithm-based approach 
aids in the auxiliary diagnosis of pneumonia and alleviates the scarcity of medical re-
sources. 
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