
Design Principles and Tensions for Collaborative
Digital Governance in an Artificial Intelligence

Age

Paul W. Fay Henman(B)

School of Social Science, The University of Queensland, Brisbane, Australia
p.henman@uq.edu.au

Abstract. Complex policy problems seem to be increasing, such as pandemics,
climate change, poverty and inequality, and financial and political instability.
Such challenges require collaborative and intelligent policy and administrative
responses. Innovations in digital technology, such as big data analytics and arti-
ficial intelligence (AI), are routinely advocated as providing solutions. However,
technology itself cannot solve these complex problems and can make matters
worse. Rather, thoughtful, and deliberative approaches to designing collaborative
digital administrative systems are needed; ones that appreciate both the strengths
and weaknesses of digital technology and recognize the ongoing importance of
humans in socio-technical administrative practices. This plenary paper will begin
by outlining the promise of collaborative digital governance and some of the key
emerging technologies being used by governments. Then, by examining several
successful and unsuccessful examples of digital government projects, the paper
will articulate a series of lessons in the form of design principles and tensions to
balance. It is hoped that these design principles will assist public administration
leaders to build the administrative solutions that challenge governments to enable
society to steer towards shared futures.
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1 Introduction

We are currently living in a period of much change and uncertainty. It seems that the
policy challenges that governments are being asked to manage grow more complex
and urgent each year. In the last few years alone, we have witnessed a global pan-
demic (COVID-19), escalating climate change, growing numbers and intensity in disas-
ters, transnational disruptions in supply chains, major economic disturbances, shifting
balances and behavior among global superpowers, growing disinformation circulating
through the internet and social media, and plummeting trust in public institutions. All
these challenges place great expectations on states – their political and policy admin-
istration leaders – to have solutions, to manage the disruptions so that society and the
economy continue to function to achieve collective ends.
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From Rittel and Webber [1], such challenges are known as ‘wicked problems’,
those intractable issues that bypass standardized rational, technical thinking. As Head
[2] points out they are characterized by uncertainty, complexity, and value divergence
amongmultiple actors, andwhere even the problemmay not be well understood.Wicked
problems necessarily need political management working in hand with policy ana-
lysts and developers, ideally by building partnerships, managing stakeholder and value
conflicts, tackling knowledge uncertainties, and investing in preventative approaches.
Collaborative governance is at its heart.

It is in this politico-administrative space that digital technology enters. Like the
proverbial snake oil salesman offering simple solutions to complex problems, digital
technology has long been touted as solving public policy and administrative challenges,
or simplymaking things better. Digital technology seems to operate just like “magic” [3].
To be sure, digital technology can deliver benefits for enhancing administrative processes
and particularly expanding what is possible beyond human only administration, but to
achieve positive outcomes requires critical understanding of the strengths and limitations
of digital technology. Indeed, digital technology cannot solve problems that are political
and social in nature.

2 Digital Technology and Public Governance

For over 50 years digital (or electronic or information) technologies have progressively
entered public administrations and increasingly expanded their involvement in diverse
activities and roles [4].

Databases form the bedrock of contemporary administration in replacing paper files
and filing cabinets to store administrative data. Human entry of data to these databases
via keyboards is being supplemented with automated sensors (e.g., pollution monitors)
and circulation of data from one database to another via a global network of intercon-
nected data exchanges. Once in databases, digital technology is crucial for calculation,
analyzing and automating, with growing automated decision making of administrative
decisions. Digital technologies can provide support to human administrative decision
makers through structuring administrative process flows, providing joined-up data, clas-
sifying information, and predicting outcomes. Computer modelling and digital twins
(digital versions of real structures) help policy makers and administrators make sense of
theworld and to consider alternative scenarios.Natural language processing technologies
enable chatbots, as artificial conversational administrative agents.

Reflecting the flexibility of digital technology, the sheer diversity of how and
where digital technologies are being used and being envisaged for use is incredible.
Perri [5] delineates four different domains: administration; service delivery; democratic
processes; and governance.

Apart from the domains in which digital technology is deployed there is also variety
in the way they are created in relation to human administrators. A dominant underlying
objective of senior administrators is to automate human tasks – either with a view to
replace or deskill workers. This is the view unpinning Bovens and Zouridis’s argument
that we are seeing a shift from street level bureaucracies to screen-level to system-level
bureaucracies [6]. Alternatively, digital technology can be used to supplement, augment,
and extend human operations [7].
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The visions of how digital technologies are used in administration is intimately
wrapped into visions of administration and administrative agencies, and their role in
public governance. Often administrators make the mistake that digitizing administra-
tive processes is simply administration by other means. Rather, digitizing administra-
tion re-constitutes administrative practices and can operationalize new administrative
principles by default (whether intended or not), and also bringing in new institutional
relationships with the state through technological transfer and contractual relationships
with the computer industry.

3 Digital Administrative Transformations

To help illustrate some of the administrative opportunities and challenges of digital
technology in administration, this section briefly summarizes three case studies.

3.1 Digital Identification: India’s Aadhaar Card

In many developing countries, a key challenge in delivering public services is identi-
fication of people who might be eligible to receive the service and to confirm a per-
son’s identity. Indeed, many people are invisible to government systems leading to poor
knowledge about a country’s residents and their situations and circumstances. Digital
technology is being used to create such visibility, to make people legible so governments
can “see like a state” [8], through the creation of digital identity systems and identity
cards. India’s Aadhaar Card is an example of such a system.

In India, the Aadhaar identity card incorporates biometric (i.e., fingerprints) provides
proof of residence but not citizenship. Established in 2009, it is regarded as constituted
the largest biometric ID system in the world. It is used to help access to public services
and can be used to with banks and SIM cards. It has been an important instrument to
enable the Indian government to identify and deliver welfare benefits to those who are
eligible [9]. In making visible India’s residents it forms a big dataset that enables public
governance and planning.

While there have been significant benefits from the use of the card, there has been
considerable concerns about surveillance and control of citizens and data security chal-
lenges [10]. The process of enrolling and receiving an Aadhaar card has experienced
challenges resulting in exclusion from accessing services. Central to the card is scan-
ning and uploading a fingerprint signature. However, many poorest of the poor have been
found that they cannot register because of worn off fingerprints or missing fingers, thus
resulting in lack of identity [11]. This is despite the card being voluntary and legal cases
finding that the card is not necessary to access services a resident is entitled to receive.

3.2 Automated Decision Making: Australia’s Robodebt Context

Using digital technology to conduct calculations – such as taxation rate and benefit lev-
els – and to assess eligibility for services or benefits based on clear cut data has been
widely used for decades. These tools are typically based on well defined legal require-
ments. Thus, digital technology automated policy, and indeed code becomes policy. Such
automation is not without problems, as Australia’s Robodebt system illustrates.
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Introduced in late 2016, Robodebt – or technically the Online Compliance Initia-
tive – involved automating a previously hybrid human-automation process of identify-
ing possible overpayments of social security benefits and recovering subsequent debt
[12]. The system began by matching annual income data in the taxation system with
fortnightly data in the social security system to identify potential discrepancies. If dis-
crepancies were detected, then the system would request social security recipients to
provide evidence of income. Subsequently automated debt notices were issued.

Following considerable public debate, Parliamentary inquiries, and legal cases, the
courts found, and the Australian government accepted that income averaging of annual
income was an unlawful basis for calculating and pursuing debt. Also criticised was
a key administrative principle of the burden for the onus of proof was reversed, from
the government to the citizen, compounded by Robodebt’s lack of transparency in how
alleged debts were created [13, 14].

3.3 Predictive Analytics: Allegheny County’s Family Screening Tool

Digital technology is increasingly being used for predictions, risk scoring and associ-
ated classification. Such technology has traditionally been based on traditional regression
statistical analyses, but machine learning has opened up the potential for greater differ-
ential and accuracy. Predictive tools are increasingly being used in policing and criminal
justice, child protection, employment services and taxation.

The Family Screening tool used by Allegheny County, Pennsylvania since 2016 is
one example of predictive analytics. It is used by call centre staff receiving a possible
notification of child abuse/neglect. Based on an analysis of large number of datasets, the
tool seeks to predict the long-term likelihood of future involvement in child welfare by
classifying a case on a 20-point scale [15]. Analysis suggests and an ethical assessment
[16] suggests that the screening tool makes better predictions than humans allowing
the County to better focus resources to those children at most risk. Though there have
also been criticisms [17] that the system may reproduce racial, and class based biased
intervention, does not take account of positive changes in parental ability to care, can
counter-productively induce parents to seek help when they need it, and lead to workers
simply acting on the tool rather than exercising professional judgement. Further, as
child protection is a high-risk setting, misallocation errors can have the potential to
create poorer outcomes, and potentially drive greater criminalisation rather than service
provision.

4 Design Principles for Collective Governance

In designing digital collective governance to address wicked problems, considera-
tion needs to be given to the digital technology, the nature of digital data, and the
organizational context. I outline several design principles in each of these three domains.

4.1 Technology

The first design principle is:Digital technology creates new possibilities. Digital tech-
nology does not simply automate human actions, but extends the realm of the possible,
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the scope of state action. We need to think beyond the mantra of efficiency gains and
greater administrative accuracy. My ownwork from 30 years ago found that computeris-
ingAustralia’s social security systemdid not result in reduced administrative expenditure
or even staff, but enabled greater complexity of policy and administration, more differen-
tiated approaches to service delivery, and enhanced compliance [18]. Upgrading a road
to a highway both enhances traffic along the highway, it disrupts traffic flows across
it. Similarly, a paradoxical corollary of design principles one is that introducing digital
technology also closes off possibilities. Digital technology is an infrastructure that has
its own momentum and friction. Indeed, a former UK Chancellor admitted that he was
unable to increase COVID support as much as he had wanted due to the design limita-
tions of its computer systems [19], which is somewhat in conflict with the ubiquitous
image of digitisation creating greater flexibility and agility.

Following from the first design principle is that digital technology is not neutral.
It is not a simple, inert administrative device. The algorithms and associated data of a
digital device embeds particular modes of understanding and operation, social relations
and politics [20, 21]. Sometimes these politics are overt and purposeful, as was evident
in Australia’s Robodebt scheme, but often they are subtle and unintended, enacted from
the way in which designers and programmers imagine the world, the organisation, and
administrative practices.

Our third design principle is to think beyond intended and unintended conse-
quences. Digital technologies are designed with purposes, visions of how they are to
function and in relation to humans. Too often digital technology acts in other ways, and
people use the technology to different purposes, consequences occur, that the designers
do not consider. Designers need to bemore imaginative and consider what themateriality
of their designs may bring about beyond their plans. As Virilio stated, “When you invent
the ship, you invent the shipwreck” [22]. Designers must prepare for both the ship and
the shipwreck.

Fourthly.Digital technology is not the solution, nor is it at the centre of the solution.
This is particularly the case with wicked problems. Digital technologies can facilitate
collaboration through data sharing, collective communication, helping collaborators to
visualise the problem, and so forth. It can provide avenues to collect data to better
understand the problem – be that from humans or automated sensors. Administrators
need to begin by understanding the domain in which they are working and identifying
possible solutions – some of which may involves digital technology and others will have
no digital technology.

Following from the fourth principle, the fifth design principle is:High tech does not
equal best tech. Stated another way, the newest, most sophisticated digital technology
is not often the best technological solution. Rather, administrators need to identify the
right tool for the job, which could be mundane and old fashioned, like paper and people.
Globally there is both great excitement and great worry about Artificial Intelligence,
which is usually meant to refer to Machine Learning algorithms [23]. Machine learning
algorithms can provide enhanced capacity to process data and contribute to administra-
tive decisions, however the administrative design considerations is more about the role
technology is going to play in administration rather than about the technical sophistica-
tion. For example, automating legal decisions that are well defined by law is best served
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by traditional hard coded algorithms, as in the case of Robodebt. Building digital infras-
tructure tomanage a domainwill typically rely onmundane databases.Meanwhile, using
machine learning for predicting child abuse/neglect casesmay be more accurate, but not
change the fundamental administrative principles and considerations that administrators
need to consider ensuring responsible and accountable governance.

The sixth design principle follows: Do not start with the technology. Often com-
puter or technology companies will offer their tools as solutions for a purported organisa-
tional problem or suggest it will enhance organisational or administrative performance.
Do not take this bait. Begin instead with identifying the problem, or the organisational
or administrative vision you are trying to achieve, and then identify what the solution
might be. If you start with the technology, you are like Heidegger’s proverbial worker
with a hammer. In Being and Time [24] Heidegger explained that if the only tool you
have is a hammer, then the world will only look hammerable. Technology is not sim-
ply an inert, fully formed thing that just gets dropped into an organization setting. As
Fountain [25] emphasises, digital technology is enacted in an organisational setting.
Digital technology is configured to its organisational location and practices. The reverse
is also true, organisational processes and practices are configured for the technology.
Hence, designing and building digital technology for collaborative governance requires
is a socio-administrative-organisational-technical exercise. We are not building digital
technology but building administrative systems and processes which incorporate digital
technology. Thus, technologies must mesh with organisational practices. Thus, admin-
istrative and governance transformation must start with strategy, not technology [26].
The failure to understand this underpins much digital government project failures and
overruns, as the technology is a wrong fit, people do not use it, or organisations deploy
workarounds.

4.2 Data

Data is the second domain of digital design principles for collaborative governance. Cen-
tral to collaborative governance is the need for sharing data across many organisations
and sectors in order to reach an understanding of the nature and dynamics of wicked
problems. Data also provides themeans for modelling and assessing experimental policy
and administrative responses.

The seventh digital design principle is that big data is beneficial only if it reliable.
Big data – having huge volume, being large variations in type, and often being generated
at high speed – provide qualitatively new ways for understanding the world and its
dynamics. Big data is required for machine learning, and thus artificial intelligence [27].
At the same time, just as the old computer science adage state ‘garbage in, garbage out’
(GIGO), big data is not useful if it is no reliable or has veracity [28].

Data reflects the world and its creation Digital data is an outcome of its social con-
struction. Data has a social life. Similar to the algorithms on which digital technology is
built, data reflects the world in which it has been generated. We all have digital selves, or
digital doppelgangers, that are created from our data traces. Designers, however, need to
be aware of their role in creating the digital data worlds the datasets will constitute. Data
thus have specific data ontologies, ways of seeing the world, that constitute realities in
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data [29]. Thus, the way an algorithm defines what data is collected and the format of
that data – e.g., is gender defined as a dichotomous variable, trichotomous, or something
else – constitutes our digital knowledge. Indeed, the digital nature of digital technology
tends to shape digital data as well structured, discrete, often quantitative [30, 31]. As the
example of India’s Aadhaar Cards illustrates, designers also need to be aware of the real-
world conditions in which digital data is generated. Perhaps the human or technological
inputters are faulty, or that the variable ‘failure to cooperate’ does not mean what it says
[17]. Indeed, wemay create data about ourselves, particularly on social media platforms,
that provide a spin or a gloss or a mirage of how we want others to see ourselves [32].

It follows then that the ninth design principle is that data are not a full reflection
of the world. Our digital doubles are not us. They may accurately reflect some of our
characteristics and what we have done, but they are not us. Administrators thus need to
be alert to the ways in which data is incomplete picture of what we might need to know.
It could be missing parts, misleading, or false. Digital data is therefore, not neutral, nor
objective.

Our tenth design principle is manage the tension between holistic knowledge
and privacy. Navigating wicked problems requires much information. Often this may
require collating data from multiple databases, organisations, and platforms. Collabo-
rative governance requires not only an awareness of the strengths and limitations of
digital data, their veracity, but we need to be alert to the how drawing together such data
may create risks to personal privacy and security. Privacy-by-design is an important
dimension of this principle. It means that there should be some checks and balances
on the often-unlimited urge to get as much data as possible from as many sources as
possible. Practically, this also means avoiding large databases – that act as honey pots for
hackers and thus a cyber security nightmare – and instead having distributed databases
inter-connecting shared data as and when needed.

4.3 Organisation and Context

The administrative organisation and context of the operation of digital technology is the
third domain of design principles.

The first of these is: Understand the context and the domain of your problem.
This is arguably the starting point in designing digital technology for collaborative
governance. If you do not understand the (wicked) problem, then how can a solution
be found. This might sound obvious, but when digital technologies are often touted as
solutions and arguments that using big data to train machine learning does not require
knowledge of the content [33], then this obvious observation is often overlooked.

The twelfth design principle is digital design and development requires multidis-
ciplinary teams. This is firstly because digital design is not simply about technology
design, but about the design of a dynamic policy-administrative-organisational infras-
tructure. Secondly, while computer professionals, systems consultants and data analysts
are crucial they typically do not have insights into the systems their digital technology
operates in nor of the ways in which their data and algorithms structure human interac-
tion and knowledge. Ethical, inclusive, and responsible digital administration requires
insights from administrators, citizen-users especially those who aremarginalised such as



Design Principles and Tensions for Collaborative Digital Governance 413

by disability. Ethical AI or similar principles and frameworks cannot simply be enacted
[34] but must be interpreted and purposefully built by people with diverse knowledge
and experiences.

The thirteenth design principle is that to maintain administrative principles dig-
ital systems require legal analysis and overarching governance settings. As digital
technologies can redefine administrative processes and even become de facto policy
through the administrative decisions they enact, responsible administration requires care-
ful legal analysis and possibly development. Digital technology creates challenges to the
achievement of administrative justice [35]. Indeed, a key question to assess is whether an
automated decision is a legal decision under law; that is, is the computer an authorised
state actor. Another question to answer is does the digital process involve a change of
administrative principles. For example, Australia’s Robodebt reversed the onus of proof
of debt from the state being required to make the case, to the citizen required to prove
otherwise [13].

This principle is particularly important as already explained – technology is not neu-
tral – is it not a simple translation of human administration practices to digit automated
practices. Indeed, digital technologies are often deployed for administrative practices
which do not amount to a legal administrative decision. For example, assessing citizens
as high or low risk of long-term employment for receipt of employment services, or
highlighting citizens of high compliance risks for further investigation or the formatting
of interfaces which may exclude users, do not constitute a legal decision and there-
fore not typically appealable. Accordingly, these forms of automation can operate in a
subterranean legal space.

A corollary of this design principle is the need to review and revise administrative
justice processes and procedures to ensure administrative justice provisions and rights
are unchanged [35].

Identify the appropriate relationship between humans and automation in
administrative decisionmaking, is design principle fourteen. This idea is called human-
in-the-loop automation. There is a continuum between fully human administration to
fully automated administration and the right balance will be context specific. In wholly
or highly automated administration, it is still necessary to identify who is (legally)
responsible and accountable when the decision is incorrect or creates damage. This
is particularly important when governments use external providers of digital technol-
ogy whereby contractual or commercial-in-confidence provisions become a barrier for
both administrators and citizens in understanding automated decisions, assessing poten-
tial bias or discrimination in the algorithms, and addressing any flaws in the computer
system.

Identifying an appropriate balance between humans and automation is also needed
in the drive to ‘automate everything’. Automation elides administrative discretion. Com-
puter algorithms require clarity. Thus, while automation may be useful in most cases,
due to the complexity of human experience, there will some circumstances when human
administrators are necessary. One approach is to use automation to identify when it
works well and when cases require human intervention and consideration.

The final design principle is to create an implementation and transition team
including top-level leadership and resourcing. Organizational and digital change is
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difficult and will not be successful without a comprehensive organizational strategy
involving key stakeholders reflecting citizens and end users. Government agencies typi-
cally have Chief Information Officers (CIOs) or Chief Technology Officers (CTOs) who
act as champions, but they must think of what is being undertaken as an organizational
strategy, not a digital strategy.

5 Conclusion

Digital technology is making rapid advances in government administration. It is creating
new opportunities for politicians, policy makers and administrators to achieve their
objectives and enhance services. Digital technologies can be a key part of addressing
complex and intractable policy problems requiring collaborative governance. However,
digital technology is not without its shortfalls, as the three case studies in this paper have
illustrated.

In developing digital technologies for enhancing collaborative governance, adminis-
trators need to be mindful of the fifteen design principles outlines in this paper. There are
no easy solutions but working through carefully with a critical awareness of the potential
role digital technologies can play in collaborative governance is needed for addressing
our contemporary and future challenges.
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