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Abstract. In response to the security and stability issues of medical documents 

in large hospitals, this article designs a distributed decentralized medical docu-

ment storage system based on IPFS to solve the problems of network congestion, 

vulnerability to virus attacks, poor security and confidentiality, and easy data 

changes caused by centralized storage of medical documents. The development 

and application of the system effectively enhances the patient's medical experi-

ence, and has important application scenarios and economic value in clinical di-

agnosis, medical research, and other fields. 
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1 Introduction 

With the continuous improvement of the level of medical construction in China, it 

has brought about the continuous growth of medical data such as electronic medical 

records, medical imaging, and medical video materials. The explosive growth of med-

ical data is also driving the continuous improvement of medical informatization level[1]. 

The storage methods of electronic medical records are very diverse. Domestic hos-

pitals all adopt centralized storage mode, generally using three storage architectures: 

NAS, DAS, and SAN[2]. But with the passage of time, the amount of data increases, 

and the scalability performance is poor. The cost of hardware equipment is also very 

high, and it is difficult to achieve sharing within hospitals or even regions, resulting in 

poor flexibility. The requirement for archiving and storing image information is to be 

able to meet the requirements of fast storage and convenient retrieval of a large amount 

of data. Therefore, choosing a suitable storage solution is crucial. 

At present, most academic research on cloud storage of medical record files[3] uses 

HDFS as the underlying distributed file system. It supports offline batch data pro-

cessing, supports high throughput, and is stored in data blocks. It can save multiple 

copies, which is easy to achieve load balancing. However, HDFS is suitable for pro-

cessing small file data, and the smallest block is 64M, which is not suitable for small 

medical record files, Improving HDFS[4] for small files also increases engineering costs. 
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InterPlanetary File System[5] is a peer-to-peer distributed file system used to connect 

all computing devices using the same file system. IPFS is a peer-to-peer system where 

IPFS nodes store IPFS objects locally, and nodes connect to each other and transfer 

objects. IPFS provides a high throughput, content addressable block storage model. 

IPFS does not have a separate failed node and has advantages such as higher security, 

manageability, and scalability. 

Many scholars have conducted research on the storage of medical electronic medical 

record systems and have good application prospects in the medical field. This project 

proposes a distributed decentralized medical electronic medical record storage archi-

tecture using IPFS as the underlying protocol.  

2 Technology Introduction 

2.1 P2P Network 

P2P network[6], also known as peer-to-peer network, belongs to the coverage layer net-

work and is a relative approach to the C/S mode. The C/S mode adopts a central node 

dedicated to distributing data, where clients can only obtain the required data infor-

mation from the server and exchange data with other clients only through the server. 

This mode has good control over consistency issues, but when a single server encoun-

ters problems, system services will crash, and the requirements for network bandwidth 

and server CPU are relatively high. In addition, if a client exchanges data with other 

clients, it can only be done through the central server. 

P2P has addressed these issues. In this network, all nodes can provide services to 

other nodes. At the same time, services can also be obtained from other nodes, and 

massive resources are utilized, no longer relying on the central end, and the central end 

is replaced. The blockchain[7] utilizes P2P technology, and when users want to synchro-

nize a node, they need to first open the client. The client code has built-in information 

about several stable nodes, and when the client starts, relevant information will be ob-

tained from these nodes. After the node starts synchronizing data, it will synchronize 

the information of other nodes from the connected nodes. As long as the proportion of 

failed nodes does not exceed a certain value, the impact on the entire system is not 

significant. 

Decentralization of P2P technology. Its network does not have a central end in the 

C/S mode, and data exchange can be directly carried out between nodes. All resources 

and services on the network will be shared, and a large amount of network terminal 

resources will be effectively utilized. 

P2P networks have strong scalability. As the number of users increases, the number 

of hosts connected to P2P networks increases, and the robustness of network strength 

also improves. The more nodes on the network, the more services it can provide. The 

scalability of the entire P2P network is theoretically unlimited. 

The entire P2P network has a peer-to-peer relationship between each node. If some 

nodes commit crimes and maliciously damage resources, or if some nodes are attacked, 

in most cases, the impact on the entire network can be ignored. Unless the number of 

nodes responsible for wrongdoing accounts for the majority, it can have an impact on 
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the entire network. As long as a portion of nodes can operate normally, the entire system 

can continue to maintain. 

2.2 IPFS 

InterPlanetary File System(IPFS) is a peer-to-peer distributed file system designed to 

connect all computing devices using the same file system. In some cases, IPFS is very 

similar to the Web. 

IPFS provides a high throughput content addressable block storage model with con-

tent addressed hyperlinks. This forms the generalized Merkle DAG data structure, 

which can be built into a file version system, blockchain, or even a permanent web. 

IPFS uses distributed hash tables, incentivized block trading models, and self certified 

namespaces. IPFS does not have a separate failed node, and there is no need for a com-

plete trust foundation between nodes. 

IPFS is a peer-to-peer system where no nodes have privileges. IPFS nodes store IPFS 

objects locally. Nodes are connected to each other and transmit objects. 

The advantages of IPFS lie in its strong technological accumulation, exquisite archi-

tecture design, and strong developer ecosystem. IPFS technology is divided into seven 

layers of protocol stacks from top to bottom: identity layer, network layer, routing layer, 

switching layer, object layer, file layer, naming layer, etc. The IPFS protocol stack is 

shown in the following figure. The underlying technology of IPFS consists of Distrib-

uted Hash Table (DHT), Block Exchange Protocol (BitTorrent), Version Control (Git), 

Self Verified File System (SFS), and others. 

IPFS provides a high throughput, content addressable block storage model. IPFS 

does not have a separate failed node and has advantages such as higher security, man-

ageability, and scalability. IPFS and blockchain can be perfectly matched, storing 

blockchain data in IPFS and storing IPFS links in blockchain practices to solve block-

chain storage bottlenecks. 

Many scholars have conducted research on the storage of medical electronic medical 

record systems and have good application prospects in the medical field. This project 

proposes a distributed decentralized medical document storage architecture that effec-

tively prevents medical image data from being mistakenly deleted or maliciously at-

tacked by humans or viruses, making the data more secure. 

3 System Architecture 

This project designs a distributed decentralized medical document storage system, tak-

ing the medical image storage architecture as an example, to build an IPFS private net-

work within the hospital. In the radiology department, the medical imaging primary 

database server (which can have multiple servers), the information department second-

ary database server (which can deploy system servers such as WINDOW, LINUX, 

UNIX, etc.), and the imaging department workstation are deployed as IPFS private net-

work nodes. System data flow chart is shown in figure 1 below. 
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Fig. 1. System Data Flow Chart 

3.1 Central library server. As the core (primary) server of the storage network, it 

is used to deploy an IPFS image storage server, which stores all medical 

document data in the hospital and can be accessed and obtained by clients from 

all departments of the hospital. 

3.2 Department server. Deployed in radiology and other departments as an 

expansion node for IPFS departments, providing access to data for clients in the 

department. 

3.3 Radiology imaging workstation. As an IPFS client, obtain medical images and 

other medical documents, mainly from department servers, supplemented by 

central libraries. 

3.4 Clinical workstation. As an IPFS client, connect to the central library and 

obtain medical document data from the central library. 

4 System Practice 

The traditional medical image archiving process involves patients completing medical 

image examinations and generating medical images on the device. After receiving the 

images, the server stores them directly in the image library and stores them as image 

files. Unlike traditional medical image archiving, the server of this project receives im-

ages and directly stores them in the IPFS storage system. The archiving process is as 

follows. 

(1) The device image processing workstation performs post-processing on medical 

images and transmits them to the DICOM server of PACS through DICOM services. 
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(2) After receiving the image, the DICOM server pushes it to the IPFS network, as 

shown in Fig.2 below. 

 

 

Fig. 2. DICOM Server Received Image File 

(3) After receiving the DICOM file, the IPFS network returns the HASH encoding 

value of the DICOM file, as shown in Fig.3 below. 

 

 

Fig. 3. HASH value returned after uploading the image medical record file 

(4) After receiving the HASH value of the image, the PACS system stores the value 

on the database server; And notify the IPFS node of the secondary database to synchro-

nize the image to the local node. 

The process for obtaining medical images of patients is as follows. 

(1) The PACS imaging workstation in the imaging department retrieves the patient's 

information and obtains the HASH value of the corresponding medical image for this 

examination, as shown in Fig.4 below. 

 

 

Fig. 4. List of HASH values in medical record documents 

(2) The imaging workstation can directly obtain and display images through the local 

IPFS interface, as shown in the following figure, as shown in Fig.5 below. 
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Fig. 5. List of HASH values in medical record documents 

(3) The diagnostic doctor makes a diagnosis based on the patient's image and com-

pletes the diagnostic report. Diagnostic report file as shown in Fig.6 below. 

 

Fig. 6. Diagnostic Report File 

(4) The diagnostic doctor makes a diagnosis based on the patient's image and com-

pletes the diagnostic report. 

Clinical medical imaging workstation, which retrieves images and diagnostic reports 

through the clinical WebPacs workstation of the PACS system. WebPacs directly calls 
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the image library IPFS node image, reducing the time for image copying back and forth 

and bandwidth consumption. 

5 Conclusion 

The main objective of this project is to construct a distributed decentralized medical 

electronic medical record storage system. 

(1) The main objective of this project is to construct a distributed decentralized med-

ical electronic medical record storage system. 

(2) IPFS is stored in the node in block mode, which is not vulnerable to virus intru-

sion. It can effectively prevent medical electronic medical records from being tampered 

by humans or viruses, and is more resistant to computer virus intrusion. 

(3) After storing medical electronic medical records in the IPFS network, the hash 

value of the electronic medical record file is returned. To obtain the electronic medical 

record file from a node in the IPFS network in the future, it must be obtained through 

the hash value. Effectively preventing malicious attacks, making images more secure. 

With the increasing amount of data in electronic medical records and the multi hos-

pital architecture, the pressure of storage and retrieval is increasing. Under the current 

centralized storage architecture, medical documents have low privacy and are prone to 

risks such as virus damage and copying. Moreover, with centralized storage, there are 

issues such as lag when multiple patients' images are viewed simultaneously, which 

seriously affects the speed of film viewing and leads to poor medical experience for 

patients. Therefore, this project aims to study the distributed decentralized storage ar-

chitecture and solve the problems of traditional storage architecture. It aims to decen-

tralize patient medical document storage, block encrypted storage to prevent copying 

and tampering, access to nearby areas, reduce disk IO and network bandwidth of the 

central server, store and access medical record files, optimize patient medical experi-

ence, and have good application prospects. 
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