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Abstract .This paper studies the forecasting algorithm of RMB exchange rate. 

Firstly, the Complete Ensemble Empirical Mode Decomposition with Adaptive 

Noise algorithm (CEEMDAN) is used to decompose the exchange rate data into 

several intrinsic mode functions (IMF). Then the correlation coefficients of 

each IMF are calculated, and the high-frequency components with low correla-

tion are regarded as noisy signals for filtering. The low frequency IMF compo-

nents are forecast by Autoregressive Integrated Moving Average Model 

(ARIMA) time series model, while the high frequency IMF components are 

predicted by BP neural network model and Long Short Term Memory (LSTM) 

neural network model. Finally, the predicted values of each component are add-

ed to construct a new forecasting algorithm for the RMB exchange rate. In the 

empirical analysis, we collected the exchange rate data of RMB against US dol-

lar and RMB against EUR every working day(FOREX opening hours Beijing 

time. Monday to Friday) from January 2, 2019 to December 22, 2022, and carry 

out empirical analysis of the exchange rate from December 23, 2022 to January 

20, 2023 by using the prediction algorithm constructed in this paper. By com-

paring with the true value (the true exchange rate value published by FOREX), 

the average forecast error is 0.1779 % (RMB/USD) and 0.2072 % (RMB/EUR) 

respectively. It should be emphasized that our forecasting method can more 

precisely predict the RMB exchange rate over four weeks, which provides suf-

ficient buffer time for the foreign exchange management department to conduct 

supervision and formulate countermeasures. 
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1 INTRODUCTION  

Exchange rate fluctuations have an important impact on national income, interest 

rates, etc. Therefore, the accurate analysis and forecast of exchange rate are essential1. 

The analysis and research on exchange rate forecast have attracted the attention of 

many scholars, and there have been a lot of research work. 
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In the early stage, the prediction of foreign exchange rate was studied from the ex-

change rate theory2, including purchasing power parity theory2, interest rate parity 

theory4 and asset balance theory under floating exchange rates5 etc. A number of 

ARCH and associated extended econometric models have appeared according to the 

different volatility characteristics. Engle first proposed the ARCH model6; Hui et al. 

combined genetic algorithms with BP neural networks to build a forecasting model of 

the RMB/USD exchange rate7; Xiong established a forecasting model of ARIMA 

fusion neural networks8; Dai et al. combined ARIMA and GARCH model for fore-

casting9; Yao et al. established a two-component mixed volatility model for the RMB 

exchange rate10. 

All the above prediction algorithms have achieved relatively accurate prediction of 

the RMB exchange rate, but the prediction time is mostly short, which is not condu-

cive to the regulatory authorities to put forward effective measures according to the 

exchange rate fluctuations. And this is one of the main motives of this paper.  This 

paper constructs a multi-model prediction algorithm based on CEEMDAN decompo-

sition, which provides more precise forecasts for the RMB exchange rate within one 

month. Our research has certain positive significance for foreign exchange manage-

ment. 

2 Construction of RMB exchange rate forecasting algorithm 

2.1 CEEMDAN Decomposition 

The common characteristics of financial time series are heteroscedasticity and high 

nonlinearity, so it is difficult to predict and measure financial time series by 

traditional economic models. In order to analyze nonlinear and nonsmooth  

signal sequences with a high signal-to-noise ratio and strong time-frequency fo-

cus11, NE. Huang et al. introduced the Empirical Mode Decomposition (EMD) meth-

od. Although EMD decomposition has advantages like adaptability and multi-

resolution, it also has some problems such as envelope fitting deviation, endpoint 

effect, and modal aliasing, so the improved CEEMDAN decomposition algorithm is 

adopted in this paper. CEEMDAN decomposition algorithm can perform adaptive 

analysis on nonlinear and non-stationary data, and decompose the data into several 

intrinsic mode functions IMFs12. We will perform CEEMDAN decomposition on 

RMB exchange rate data. 

2.2 Correlation coefficient method for noise reduction 

After the RMB exchange rate data is decomposed into several IMFs by CEEMDAN 

decomposition algorithm, the characteristics of each component are different, so it is 

necessary to select the IMF component that best represents the original data, and the 

correlation coefficient method is adopted for screening.  

In order to reduce the noise in the original data, we calculate the Pearson correla-

tion coefficients of each IMF component of the original sequence obtained by 
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CEEMDAN decomposition. By filtering out small components and noise with low 

correlation, we achieve noise reduction of the original data. The data after noise re-

duction constitute the basic signal of the subsequent model. In comparison to the orig-

inal data, the denoised data are smoothed, and the interfering noise is essentially elim-

inated. 

2.3 Build prediction algorithms 

Commonly used forecasting models include time series forecasting models, neural 

network forecasting models, gray models, etc., which have different forecasting ef-

fects for different series. After data processing and analysis, ARIMA time series mod-

el, BP neural network model and LSTM neural network model have better prediction 

effect and higher accuracy for IMF curve decomposed by exchange rate data. There-

fore, based on the above three prediction models, we construct the RMB exchange 

rate prediction algorithm in this paper. 

ARIMA time series model is suitable for homogeneous stationary long time series 

analysis, so it is used to forecast IMF curve with low frequency after CEEMDAN 

decomposition 1314.The BP neural network is a "automatic feedback training process," 

its principle is to analyze the error between the results after each training and the ideal 

results, and constantly modify to improve the prediction accuracy15. LSTM neural 

network, also known as long short-term memory network, is a special RNN model 

that effectively captures and processes long-term dependencies by introducing a gat-

ing mechanism16. So the above two prediction models are used for IMF components 

with high frequency. 

The RMB exchange rate prediction algorithm developed in this paper can be repre-

sented by Figure 1 : 

 

Fig. 1. Schematic diagram of the prediction algorithm established in this paper 
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3 Empirical Analysis 

3.1 Data Collection 

We collected the daily exchange rate data of RMB/USD and RMB/Euro from January 

2, 2019 to January 20, 2023, and obtained a total of 986 sets of data samples. We 

chose the first 966 sets of samples as the training set, and the remaining 20 sets of 

samples as the test set. The data exchange rate time series charts are shown in Figure 

2 and Figure 3 : 

 

Fig. 2. RMB\USD exchange rate time series chart. 

 

Fig. 3. RMB\EUR exchange rate time series chart. 
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3.2 CEEMDAN decomposition 

It can be found from the above two RMB exchange rate charts that the RMB ex-

change rate data is highly volatile and has obvious nonlinear characteristics. There-

fore, we performed CEEMDAN decomposition on the RMB exchange rate data, and 

then eliminated abnormal signals to make the curve stable and smooth, which is con-

ducive to the accurate prediction of the prediction model. The decomposition charts 

are shown in Figure 4 and Figure 5 : 

 

Fig. 4. RMB/USD Exchange Rate CEEMDAN decomposition 
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Fig. 5. RMB/Euro Exchange Rate CEEMDAN decomposition 

As can be seen from the above figure, the RMB/USD exchange rate is decomposed 

into 8 IMF component curves, in which IMF2-IMF4 are high-frequency signals, 

IMF1 and IMF5-IMF6 are medium-frequency signals, and IMF7 and IMF8 are a low-

frequency signals. Among the 7 IMF curves obtained from the decomposition of the 

Euro/RMB exchange rate, IMF1 and IMF2 are high-frequency signals with obvious 

volatility, IMF3 and IMF4 are medium-frequency signals, and IMF5-IMF7 are low-

frequency signals. 

3.3 Correlation coefficient method for noise reduction 

After CEEMDAN decomposition of the original exchange rate data, several IMF 

components were obtained. We calculated the correlation between each IMF compo-

nent and the original exchange rate data. The calculation results show that the correla-

tion coefficients of IMF7 are the largest, which are 0.8 (RMB/USD exchange rate) 

and 0.918 (RMB/Euro exchange rate) respectively; the correlation coefficients of 

IMF3-IMF8 are all greater than 0.1; the correlation coefficients of other IMF and 

original data are all less than 0.1. 

Therefore, the two components with the lowest correlation, IMF1 and IMF2, are 

regarded as the noise signal filtering of the original data, so as to realize the noise 

reduction of the original data. The data after noise reduction becomes the basic data 

for the subsequent prediction model establishment, and the data after noise reduction 

is smoother than the original data. 
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3.4 Different IMF component forecasts 

The time series model is suitable for predicting curves with relatively flat volatility. 

We use the ARIMA time series model to predict the IMF4-IMF7 components ob-

tained by decomposing the EUR-RMB exchange rate data and compare the prediction 

results with the true value. The prediction error is between 0.09% and 0.49%, which is 

small and effective.  

The neural network model is suitable for predicting curve data with large volatility. 

Therefore, we employed BP neural network to predict the IMF5-IMF8 component of 

the USD/RMB exchange rate data, and compared the predicted result with the true 

value, and found that the prediction error was between 0.01% and 0.54%.  

By adding a gating mechanism to efficiently collect and handle long-term depend-

encies, the long short-term memory network (LSTM) neural network has developed 

into a very effective sequence modeling technique. This model is used to forecast the 

IMF3 and IMF4 components of the USD/RMB exchange rate data and the IMF3 

components of the EUR/RMB exchange rate data. Comparing the predicted result 

with the true value, the prediction error is between 0.04% and 0.54%. 

3.5 Analysis of prediction results 

The predicted value of each IMF component is added together to obtain the predicted 

value of the USD/RMB and the EUR/RMB exchange rate data for each working day. 

Compared with the true value, the average error of USD/RMB exchange rate forecast 

is 0.1779%, and the average error of EUR/RMB exchange rate forecast is 0.2072%. 

The results of empirical analysis show that the average error of our prediction algo-

rithm is small and the feasibility is high. Forecast data and errors of each working day 

are shown in Table 1 : 

Table 1. 20 working days empirical analysis results (5 working days per week, forecast time is 

4 weeks) 

Data 

 

RMB/USD RMB/Euro 

Predicted 

value 

True value error Predicted 

value 

True 

value 

error 

2022-12-23 6.9872 6.981 0.0883% 7.4146 7.4115 0.0425% 

2022-12-26 6.9854 6.9825 0.0412% 7.4188 7.4115 0.0983% 

2022-12-27 6.9821 6.9546 0.3950% 7.4190 7.4064 0.1706% 

2022-12-28 6.9758 6.9681 0.1098% 7.4120 7.4194 0.0991% 

2022-12-29 6.9660 6.9793 0.1911% 7.3982 7.4059 0.1034% 

2022-12-30 6.9539 6.9646 0.1543% 7.3759 7.4114 0.4795% 

2023-1-3 6.9359 6.9475 0.1663% 7.3471 7.339 0.1110% 

2023-1-4 6.9129 6.9131 0.0026% 7.3159 7.2841 0.4370% 

2023-1-5 6.8874 6.8926 0.0758% 7.2865 7.3014 0.2036% 

2023-1-6 6.8573 6.8912 0.4920% 7.2642 7.2115 0.7314% 

2023-1-9 6.8265 6.8265 0.0004% 7.2508 7.2424 0.1153% 
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2023-1-10 6.7976 6.7611 0.5391% 7.2493 7.2619 0.1733% 

2023-1-11 6.7702 6.7756 0.0802% 7.2551 7.2702 0.2083% 

2023-1-12 6.7500 6.768 0.2656% 7.2665 7.2739 0.1012% 

2023-1-13 6.7356 6.7292 0.0954% 7.2802 7.2946 0.1977% 

2023-1-16 6.7305 6.7135 0.2526% 7.2949 7.2745 0.2802% 

2023-1-17 6.7336 6.7222 0.1689% 7.3078 7.3172 0.1282% 

2023-1-18 6.7449 6.7602 0.2265% 7.3184 7.3087 0.1327% 

2023-1-19 6.7591 6.7674 0.1221% 7.3275 7.3133 0.1946% 

2023-1-20 6.7764 6.7702 0.0922% 7.3365 7.3465 0.1367% 

4 Conclusions 

In this paper, the CEEMDAN method is used to decompose the exchange rate data 

into several IMF components, and then the correlation coefficient method is used to 

filter out the high-frequency components with low correlation. According to the char-

acteristics of different IMF components, different forecasting algorithms are used to 

forecast the components, and the RMB exchange rate forecasting algorithm is con-

structed. Finally, we collected the exchange rate data of RMB/USD and RMB/Euro 

from December 23, 2022 to January 20, 2023, and conducted empirical analysis with 

our prediction algorithm. The average prediction error was 0.1779% (RMB/USD) and 

0.2072% (RMB/Euro). The results of empirical analysis show that the prediction al-

gorithm constructed in this paper has higher prediction accuracy and stronger feasibil-

ity. 

In particular, it should be emphasized that compared with previous RMB exchange 

rate prediction algorithms, the RMB exchange rate prediction algorithm constructed 

in this paper can realize exchange rate prediction for up to 20 days. It is noted that 

there are 5 working days in a week, so our prediction model gives a relatively accu-

rate forecast of RMB exchange rate within a 4-week time, which provides a certain 

basis and sufficient buffer time for the supervision and decision-making of the nation-

al foreign exchange regulatory authorities. 

References 

1. Shaolong Sun, Yunjie Wei,Shouyang Wang.Exchange Rate Prediction Method 

Based on Decomposition-Clustering-Ensemble Learning [J]. Systems Engineer-

ing Theory Practice,2022,42(03):664-677.. 

2. Rapach D E, Wohar M E. Testing the monetary model of exchange rate determi-

nation: A closer look at panels. Journal of International Money and Finance, 

2004, 23(6):867-895 

3. Ma W, Li H, Park S Y. Empirical conditional quantile test for purchasing power 

parity: Evidence from East Asian countries. International Review of Economics 

& Finance, 2017, 49:211-222. 

4. Clements K W, Lan Y. Anew approach to forecasting exchange rates. Journal of 

International Money and Finance, 2010, 29(7): 1424-1437  

empirical analysis             103RMB exchange rate forecasting algorithm and



 

 

5. Meese R A, Rogoff K. Empirical exchange rate model of the seventies: Do they 

fit out of sample?. Journal of International Economics, 1983,14(1-2):3-24  
6. Robert F. Engle. Autoregressive conditional heteroskedasticity with estimates of the vari-

ance for U.K. inflation[J]. Econometrica,1982.(50):987~1008. 

7. Xiaofeng Hui,Yunquan Hu,Wei Hu.Research on the application of BP neural network 

based on genetic algorithm in exchange rate prediction[J].Journal of Quantitative Tech-

nical Economics,2002(02):80-83. 

8. Zhibin Xiong.Research on RMB Exchange Rate Prediction Model Based on ARIMA Fu-

sion Neural Network [J]. The Journal of Quantitative Technical Econom-

ics,2011,28(06):64-76. 

9. Xiaofeng Dai , Qingxian Xiao. Application of Time Series Analysis Method and RMB Ex-

change Rate Forecasting [J]. Journal of University of Shanghai for Science and Technolo-

gy,2005(04):341-344. 

10. Yuan Yao, Zhenqing Liu,Jia Zhai,Yi Cao.Two-component mixed volatility model of RMB 

exchange rate[J]. Journal of Management Sciences in China,2019,22(11):91-105. 

11. Zhaohua Wu and Norden E. Huang, "Ensemble Empirical Mode Decomposition:A Noise-

Assisted Data Analysis Method", Advances in Adaptive Data Analysis 2009, Vol. 1, 1–41 

12. TORRES M E, COLOMINAS M A, SCHLOTTHAUER G, et al. A complete ensemble 

empirical mode decomposition with adaptive noise[C] // IEEE International Conference on 

Acoustics, Speech and Signal Processing, IEEE, 2011 :4144-4147. 

13. Sitao Ma.Research on RMB exchange rate based on time series model[J].Knowledge 

Economy,2019(33):43-45.DOI:10.15880/j.cnki.zsjj.2019.33.024. 

14. Qi Jiang ,Yongwen Liu. US dollar exchange rate prediction based on ARIMA mod-

el[J].Economic Research Guide,2022(20):69-71. 

15. Xinling Zhu,Peng Li. Research on RMB exchange rate fitting and prediction based on BP 

neural network[J].Journal of South Central University for Nationalities(Natural Science 

Edition),2010,29(03):113-115+120. 

16. Yi Li. Research on RMB exchange rate prediction based on LSTM neural net-

work[J].China Price,2021(12):20-22. 

Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.

104             R. Gu et al.

http://creativecommons.org/licenses/by-nc/4.0/

	RMB exchange rate forecasting algorithm and empirical analysis*



