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Abstract. Data envelopment analysis (DEA) model is widely used to calculate 
the technical efficiency of agricultural production, but it is facing the defects of 
poor flexibility and slower speed. For this reason, we propose an evaluation 
method of agricultural production technical efficiency that integrates the DEA 
model, Borderline-SMOTE oversampling algorithm, and Light Gradient Boost-
ing Machine (LightGBM) regression algorithm, and verify the effect of the 
method on the grape farmer dataset. The experimental results show that the MAE, 
MSE, and R2 of the fusion model are 4.05E-02, 5.25E-03, and 0.898 respectively 
on the test set when the imbalanced ratio of the dataset is 4, which is better than 
other comparison models under the same imbalanced ratio and other fusion mod-
els under different imbalanced ratio. It indicates that the regression model of ag-
ricultural production technical efficiency based on the Borderline-SMOTE and 
LightGBM algorithm has superior prediction effect and can effectively make up 
for the limitations of the DEA model. 
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1 Introduction 

Technical efficiency reflects the relationship between input and output under certain 
production conditions [1]. DEA is one of the most commonly used methods for meas-
uring the technical efficiency of agricultural production. It does not need to estimate or 
assume the function form of the evaluation object and avoids the interference of sub-
jective factors in the evaluation process [2]. However, a large amount of linear pro-
gramming must be done in the DEA model operation. Especially when it is necessary 
to deal with the technical efficiency evaluation task of new samples, the technical effi-
ciency of all samples in the dataset must be recalculated [3], resulting in the problems 
of slow operation efficiency and low model flexibility in the practical application of 
DEA model [4,5]. 

Bayesian ridge regression [6], support vector regression (SVR) [7], elastic network 
[8], LightGBM [9], and other models in machine learning can effectively find the in-
ternal nonlinear relationship of data. At present, to make up for the lower flexibility of 
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the DEA model, some researchers have combined the machine learning model and 
DEA model to calculate the technical efficiency [3,5,10,11]. The fusion model based 
on this idea has been applied to supplier selection [11], innovation efficiency of re-
gional rural commercial banks [3], production performance evaluation of grape farmers 
[5], etc. 

Nevertheless, the existing researches did not consider the class distribution of sam-
ples: in reality, production units located at the frontier (i.e., production units with DEA 
technical efficiency of 1) often account for only a small proportion, and vast majority 
of production units are not located at the frontier. There is an obvious class imbalance 
problem, which will reduce the accuracy of the evaluation method based on the machine 
learning model.  

Therefore, this paper proposes an agricultural production technology efficiency eval-
uation method combining DEA, Borderline-SMOTE oversampling technology, and 
machine learning regression model so as to achieve rapid and accurate agricultural pro-
duction technology efficiency evaluation. 

2 Materials and methods 

2.1 Dataset  

The proposed method is applied to the evaluation of grape farmers' production tech-
nology efficiency. Usually, the cultivation and production process of grapes is shown 
in Figure 1. In this process, some production factors are needed, thus forming the pro-
duction cost. The output value (i.e., value of production), furthermore, is an important 
indicator of the state of grape production [5]. Our basic data comes from the vineyard 
input-output survey data collected by China Agriculture Research System—Grape in 
the main grape-producing areas of China in 2019.  The dataset of this paper includes 
construction cost, land cost, material cost, and labor cost as the input variables of the 
technical efficiency evaluation model, and selects the output value as the output varia-
ble [5]. It consists of 685 samples. Hereinafter, the dataset is referred to as the grape 
farmer dataset. 

 

Fig. 1. Cultivation and production process of grapes 
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2.2 The proposed method 

For the the problem of class imbalance, the imbalanced ratio (IR) of a dataset is used 
as an indicator, which is defined as  

 𝐼𝑅 ൌ m௦ m௟
ൗ  (1) 

where m௦ is the number of samples in the majority class and m௟ is the number of sam-
ples in the minority class. 

If class imbalance is not solved, the effect of the prediction model will decline. 
Therefore, this paper proposes an evaluation method of agricultural technology effi-
ciency, which is to reduce class imbalance by oversampling before training the model. 

The basic process of agricultural production technical efficiency evaluation method 
based on Borderline-SMOTE and LightGBM is shown in Figure 2. Specifically, the 
details are as follows: firstly, for the samples without technical efficiency labels, we 
use the DEA model to calculate the technical efficiency of each production unit; divide 
the dataset into two classes: samples with technical efficiency =1 (minority class) and 
samples with technical efficiency <1 (majority class), then set the target imbalanced 
ratio, apply Borderline-SMOTE algorithm to oversample the minority class samples, 
so that the imbalanced ratio of the oversampled dataset is equal to the target imbalanced 
ratio, and set the DEA technical efficiency of the new samples to 1; afterwards, with 
input variable and output variable as independent variables and DEA technical effi-
ciency as dependent variable, LightGBM regression algorithm is constructed and 
trained, and then the final technical efficiency regression model is got. For the new 
samples, the technical efficiency is obtained by substituting the input and output char-
acteristics into the trained regression model without using the DEA model. 

 

Fig. 2. Basic process of the proposed method 

2.3 Performance evaluation index of regression model 

The prediction performance of the regression model is mainly evaluated based on the 
error between the predicted value and the actual value. In order to compare the predic-
tion performance of different regression prediction models for agricultural production 
technical efficiency, three indicators are selected to evaluate the models in this paper: 
mean absolute error (MAE), mean square error (MSE) and coefficient of determination 
(R2).  
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3 Results and discussion 

The efficiency prediction model proposed in this paper was applied to the grape farmer 
dataset. In the machine learning model, the construction cost, land cost, material cost, 
labor cost and output value of the sample were treated as independent variables, and 
the DEA technical efficiency was set as the dependent variable. 

3.1 Calculation results of technical efficiency based on DEA model 

The technical efficiency of each sample in the farmer dataset based on the DEA-BCC 
model was calculated and then the technical efficiency was taken as the new character-
istic of each unit to the dataset. In the dataset of this paper, the number of production 
units on the efficiency frontier is only 36, accounting for only 5.26% of the total number 
of samples. The number of production units that are not on the efficiency frontier is 
649, accounting for 94.74% of the total samples. The technical efficiency of most vine-
yards is relatively low, which does not reach the production frontier. The imbalanced 
ratio of the dataset IR=649/36=18.03. Therefore, it is necessary to oversample the da-
taset to reduce the modeling error that may be caused by class imbalance. 

3.2 Modeling results of the technical efficiency prediction model based 
on Borderline-SMOTE and LightGBM 

Base model selection and parameter optimization. The sample dataset was randomly 
divided into training set and test set according to 85%:15%. Oversampling was only 
used for the training set. The training set before oversampling is called original training 
set. The training set after oversampling is called enlarged training set. The LightGBM 
model was trained on the enlarged training set. When training the model on the training 
set, the 6-fold cross-validation method was used, and the coefficient of determination 
was selected as the evaluation index to determine the optimal values of the key param-
eters of each model. 

In order to achieve better prediction results, the parameters of the selected models 
including SVR, BR, EN, and LightGBM need to be adjusted and optimized. The grid 
search method was used to traverse different parameter combinations. The optimized 
parameters and the optimization results of each model are shown in Table 1. 

Table 1. Adjustment results of model parameters 

Model Parameter Adjustment result Model Parameter Adjustment result 

SVR Regularization parameter 1 

LightGBM 

boost-
ing_type 

gbdt 

BR 
alpha_1 0.001 

learn-
ing_rate 

0.1 

alpha_2 0.5 
n_estima-

tors 
100 

EN 
alpha 1.0 max_depth 20 

l1_ratio 0.5   
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Performance comparison of models. In order to explore the optimal imbalanced ratio 
of the enlarge training set, this paper conducted experiments with different imbalanced 
ratios of the enlarged training set. The performance of each model with the different 
imbalanced ratio is shown in Table 2.  

According to Table 2, when the imbalanced ratio of the enlarged training set is equal 
to 4, the vineyard technical efficiency evaluation model based on Borderline-SMOTE 
(B-SMOTE) and LightGBM performs best, with the smallest MAE, the smallest MSE 
and the largest R2. When the imbalanced ratio of the enlarged training set is larger than 
4 or less than 4, the effect of the model gradually deteriorates. Therefore, in this paper, 
the IR was set to 4. 

Different models were used to fit the input-output relationship, and the performance 
of each model is shown in Table 3. The data of Table 2 and Table 3 are the average 
values of 100 repeated experiments. According to the experimental data, the vineyard 
technical efficiency evaluation model based on Borderline-SMOTE and LightGBM 
performs well. Its MAE, MSE, and R2 on the test set are 4.05E-02, 5.25E-03, and 0.898 
respectively, which are better than other comparison models. 

The experimental results show that the regression model based on Borderline-
SMOTE and LightGBM has more outstanding performance in calculating the technical 
efficiency, can replace the DEA model to calculate the technical efficiency, and realize 
the rapid and flexible evaluation of the technical efficiency of agricultural production.  

Table 2. Performance comparison of Borderline-SMOTE+LightGBM model with the different 
IR of enlarged training set  

IR of enlarged 
training set 

Original training set Test set Enlarged training set 

MAE MSE R2 MAE MSE R2 MAE MSE R2 

1 1.82E-02 9.81E-04 0.981  4.84E-02 7.45E-03 0.856  1.48E-02 7.03E-04 0.994  

1.5 1.67E-02  8.79E-04 0.983  4.52E-02 6.65E-03 0.870  1.55E-02 7.73E-04 0.993  

2 1.68E-02 9.23E-04 0.982  4.36E-02 6.23E-03 0.876  1.70E-02 9.35E-04 0.992  

2.5 1.69E-02 9.39E-04 0.982  4.20E-02 5.65E-03 0.887  1.78E-02 1.01E-03 0.991  

3 1.69E-02 9.58E-04 0.982  4.27E-02 5.85E-03 0.888  1.81E-02 1.08E-03 0.989  

3.5 1.72E-02 9.95E-04 0.981  4.07E-02 5.40E-03 0.893  1.87E-02 1.14E-03 0.988  

4 1.77E-02 1.09E-03 0.979  4.05E-02 5.25E-03 0.898  1.92E-02 1.24E-03 0.986  

4.5 1.75E-02 1.06E-03 0.980  4.09E-02 5.51E-03 0.895  1.91E-02 1.25E-03 0.986  

5 1.79E-02 1.14E-03 0.978  4.11E-02 5.61E-03 0.892  1.95E-02 1.32E-03 0.984  

7 1.97E-02 1.43E-03 0.973  4.22E-02 5.95E-03 0.886  2.13E-02 1.62E-03 0.978  

9 2.13E-02 1.66E-03 0.968  4.28E-02 6.11E-03 0.881  2.27E-02 1.85E-03 0.972  

Table 3. Performance comparison of vineyard technical efficiency evaluation models 

Model 
oversampling algo-

rithm 
Original training set Test set Enlarged training set 

MAE MSE R2 MAE MSE R2 MAE MSE R2 

Bayesian-
Ridge 

/ 
1.09E-

01 
2.27E-

02 
0.56

4  
1.10E-

01 
2.30E-

02 
0.55

7  
/ / / 

ElasticNet / 
1.09E-

01 
2.25E-

02 
0.56

7  
1.12E-

01 
2.41E-

02 
0.54

6  
/ / / 

SVR / 
9.03E-

02 
1.89E-

02 
0.63

9  
9.15E-

02 
1.93E-

02 
0.62

4  
/ / / 

590             J. Feng et al.



LightGBM / 
2.54E-

02 
2.30E-

03 
0.95

6  
4.75E-

02 
7.10E-

03 
0.86

2  
/ / / 

Bayesian-
Ridge 

B-SMOTE 
1.38E-

01 
2.83E-

02 
0.45

9  
1.38E-

01 
2.82E-

02 
0.44

4  
1.56E-

01 
3.73E-

02 
0.59

3  

ElasticNet B-SMOTE 
1.38E-

01 
2.82E-

02 
0.45

9  
1.39E-

01 
2.83E-

02 
0.44

5  
1.56E-

01 
3.72E-

02 
0.59

4  

SVR B-SMOTE 
9.86E-

02 
1.85E-

02 
0.64

5  
1.01E-

01 
1.94E-

02 
0.62

7  
1.26E-

01 
3.24E-

02 
0.64

6  

LightGBM B-SMOTE 
1.77E-

02 
1.09E-

03 
0.97

9  
4.05E-

02 
5.25E-

03 
0.89

8  
1.92E-

02 
1.24E-

03 
0.98

6  

LightGBM SMOTE 
1.78E-

02 
1.04E-

03 
0.98

0  
4.20E-

02 
5.74E-

03 
0.88

8  
1.98E-

02 
1.25E-

03 
0.98

6  

LightGBM ADASYN 
1.83E-

02 
1.15E-

03 
0.97

8  
4.20E-

02 
5.76E-

03 
0.88

9  
1.90E-

02 
1.20E-

03 
0.98

7  

4 Conclusion 

In order to make up for the defect of low flexibility of the DEA model, aiming at the 
class imbalance of the dataset, this paper proposes an evaluation method of agricultural 
production technology efficiency combining the DEA model, Borderline-SMOTE, and 
LightGBM. The application results in the grape farmer dataset show that when using 
Borderline-SMOTE to adjust the IR of the training set to 4, the LightGBM model per-
forms excellent. The experimental results also show that the regression model based on 
Borderline-SMOTE and LightGBM proposed in this paper has high accuracy and can 
replace the original DEA model for rapid technical efficiency calculation. 

The technical efficiency calculated by the DEA model is a relative value, which is 
used to measure the level of the technical potential of a production unit relative to other 
production units. For a dataset, if more production units with high or low production 
levels are added as new decision-making units, it may cause obvious changes in the 
DEA efficiency value of the original production units. Therefore, in the case of dealing 
with a large number of new samples, it is recommended to use the DEA model to re-
calculate the technical efficiency of each sample to obtain more accurate results.  
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