
Design and Application of Model Compression and 
Management Platform 

Hao Li1,*, Chuangbo Hao2 

1Beijing Jinghang Computation and Communication Research Institute,Beijing, China 
2Beijing Jinghang Computation and Communication Research Institute,Beijing, China 

*Corresponding author,Email: lihao2021@njust.edu.cn 

Abstract. In order to facilitate the deployment of neural network models on 
edge devices and improve the computational speed of the models, compressing 
the volume of neural network models has become a key problem. However, 
currently neural network compression can only be achieved through program-
ming, which is not only inefficient but also inconvenient for model manage-
ment. Therefore, we design and develop a model compression and management 
platform that integrates existing model pruning and quantization technologies, 
while incorporating model management and dataset management functions. It 
not only facilitates the management of datasets and models, but also meets 
needs for fast model pruning and quantization. 
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1 Introduction 

At present, deep neural networks are widely used in Natural language processing, 
fault diagnosis, prediction and other fields[1]. However, the large number of weights 
within the deep learning model has caused excessive memory and bandwidth con-
sumption on the device, posing a significant obstacle to the deployment of the deep 
learning model at the edge and on some embedded platforms. The huge computational 
workload of the deep learning model also brings a large amount of energy consump-
tion and expensive computing costs[2]. Therefore, it is necessary to prune and quantify 
the model. However, the current model pruning and quantification mainly relies on 
running program code, lacking a visual model pruning and quantification operation 
interface. Therefore, we integrate pruning and quantification technology with soft-
ware design and development to meet the basic pruning quantification requirements. 

The basic idea of model pruning is to prune weight parameters that are not im-
portant for model training and testing, and reduce the complexity and volume of the 
model while ensuring the accuracy of the model as much as possible. In reference [3], 
a typical pruning process was proposed, and many subsequent pruning studies were 
basically carried out according to the above process. The main purpose of quantiza-
tion is to compress the parameters of the model from high bits to low bits[4]. At pre-
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sent, Tensorflow model quantization technology is widely used for model compres-
sion, which can be divided into quantized perception training and post-training quan-
tization[5]. Quantized perception training has higher accuracy compared to post train-
ing quantization models, but post training quantization is more convenient to use and 
has little accuracy loss, making it more widely used in practical applications[6]. 

We focus on the current demand for visual model compression tools, and combines 
the aforementioned model pruning and quantification technology to design and devel-
op a model compression and management platform. On the premise of ensuring mod-
el accuracy, this platform reduces the memory requirements of the model and im-
proves the computational speed of the model. It facilitates the unified management of 
models and datasets by users. More importantly, users only need to input and select 
model compression parameters to perform model pruning and quantization opera-
tions, greatly facilitating the processing of model compression. 

2 Design of Model Compression and Management 
Platform 

2.1 Requirement Analysis 

The application object of our research platform is the Keras model. Based on existing 
technical conditions, the design requirements for the model compression and man-
agement platform of this model are summarized as follows: 

(1) The user login must be authenticated. 
(2) Equipped with dataset management function, users can upload and manage da-

tasets. 
(3) Users can easily manage artificial intelligence models. 
(4) Users can perform pruning quantization on artificial intelligence models while 

only setting pruning quantization parameters, and can download the compressed mod-
el locally.  

2.2 Functional Design 

According to the requirement analysis, the functional design of the model compres-
sion and management platform is shown in Figure 1. 

Design and Application of Model Compression and Management Platform             619



 

Model compression and 
management platform

Dataset Management 
Module

Model management 
module

Model pruning and 
quantization module

D
at

as
et

 in
fo

rm
at

io
n 

di
sp

la
y

C
R

U
D

M
od

el
 in

fo
rm

at
io

n 
di

sp
la

y

C
R

U
D

M
od

el
 c

om
pr

es
si

on
 

pa
ra

m
et

er
 c

on
fi

gu
ra

tio
n

M
od

el
 p

ru
ni

ng

M
od

el
 q

ua
nt

if
ic

at
io

n

M
od

el
 D

ow
nl

oa
d

Login Module

 lo
gi

n

re
gi

st
ra

ti
on

 

Fig. 1. Functional design diagram of model compression and management platform. 

The functional modules of this platform can be specifically divided into the follow-
ing four parts: 

(1) The first part is the login module, which includes user login and registration 
functions. 

(2) The second part is the dataset management module, which includes the display 
of dataset information and the function of adding, deleting, modifying, and querying 
datasets. 

(3) The third part is the model management module, which includes the infor-
mation display of the model and the function of adding, deleting, modifying, and 
querying the model. 

(4) The fourth part is the model pruning and quantization module, including model 
compression parameter configuration, model pruning, model quantization, and model 
download functions. 

2.3 Functional Realization 

We conduct front-end and back-end development of the platform based on the above 
requirement analysis and functional design. The backend development environment 
used is Anaconda virtual environment, using Django to build the backend framework 
and Python as the backend development language. The front-end framework is built 
using Vue, and the front-end style adopts Element UI. The following are the platform 
development results: 

(1) Login module. The most important part of the login module is user login verifi-
cation. Traditional server based authentication has problems such as high server over-
head, poor scalability, cross domain and vulnerability to cross-site request forgery 
(CSRF) attacks. Using Json Web Token (JWT) will solve these problems[7]. Although 
both are used to store user information, JWT disperses user information on the client 
side, reducing server overhead and memory pressure. Therefore, the user login mod-
ule of this platform uses JWT for login verification. JWT is a digital signature authen-
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tication mechanism used for secure transmission of JSON objects. JWT consists of 
three parts[8]. The first part is the header, which includes the encryption algorithm and 
token type. The encryption algorithm we use is HS256, and the token type is JWT. 
The second part is the payload, which includes JSON objects for data declaration. We 
declare user information and expiration timestamp in the payload. The third part is the 
signature, which consists of the encoded header , payload, the secret key and the sig-
nature algorithm in the header, mainly used to verify whether the information has 
been changed. 

(2) Dataset management module. The main purpose of dataset management func-
tion is to facilitate unified management of datasets. The main part of the interface is a 
list display of dataset information, which mainly displays the ID number, name, stor-
age address, and dataset alias of the dataset. 

(3) The main function of model management is to facilitate users to manage mod-
els uniformly. The model management function is generally consistent with the da-
taset management function. 

(4) Model pruning and quantization module. Model pruning and quantification 
functions are key functions of this platform, mainly used for compressing models. We 
use the form of step bars to gradually prune and quantify the model, and the specific 
steps are as follows: 

Step 1: Select a pre compressed model, where users can choose existing models in 
model management or upload local models. 

Step 2: Select the existing training dataset of the corresponding model or upload 
the local dataset, and select the optimizer and Loss function for model training. 

Step 3: Perform model pruning by configuring a series of pruning parameters such 
as number of fine-tuning times, training batch, start pruning steps, end pruning steps, 
validation set proportion, pruning frequency steps, initial sparsity, and target sparsity. 

Step 4: We provide three processing methods for users to choose from for the pre-
vious model: quantization and conversion, only conversion without quantization, and 
no conversion without quantization. When users choose to quantify and transform the 
model, they need to choose the quantization strategy and quantization target of the 
model. 

Step 5: Users can download the model locally through the "Download" button. 

3 Application of Model Compression and Management 
Platform 

3.1 Data Source 

The vibration data of the rolling bearings used in the experiment is sourced from the 
PHM2012 data challenge's rolling bearing dataset[9]. This dataset contains vibration 
acceleration data in both horizontal and vertical directions during the operation of 17 
rolling bearings under three different working conditions, with a sampling frequency 
of 25.6kHz. The data is recorded every 10s, and a single sampling time of 0.1s. We 
use vibration data from bearings 2-6 for testing. 

Design and Application of Model Compression and Management Platform             621



 

3.2 Result and Analysis 

First, we prune the Convolutional neural networks (CNN) model. The pruning param-
eter takes 50% of the sparsity as the initial sparsity, the final target sparsity is set to 
90%, the starting pruning step is 0, the ending pruning step is 1000, and the pruning 
frequency is 100. After pruning, we fine tune the model. The comparison of CNN 
model structure before and after pruning is shown in Figure 2. It can be seen that the 
model after pruning has reduced the weight parameters by nearly half compared to 
before pruning. 

Layer (type)              Output Shape           Param #   
________________________________________________

conv1d (Conv1D)              (None, 2545, 16)             528       
conv1d_1 (Conv1D)           (None, 2530, 16)           4112      
max_pooling1d (MaxPooling1D) (None, 843, 16)        0       
  
conv1d_2 (Conv1D)            (None, 841, 32)           1568      
conv1d_3 (Conv1D)            (None, 839, 32)           3104      
max_pooling1d_1 (MaxPooling1) (None, 279, 32)        0         

conv1d_4 (Conv1D)            (None, 277, 64)            6208      
conv1d_5 (Conv1D)            (None, 275, 64)          12352     
max_pooling1d_2 (MaxPooling1) (None, 91, 64)          0         

conv1d_6 (Conv1D)            (None, 89, 64)            12352     
conv1d_7 (Conv1D)            (None, 87, 64)            12352     
max_pooling1d_3 (MaxPooling1 (None, 29, 64)           0  
       
flatten (Flatten)                    (None, 1856)                      0 
dropout (Dropout)               (None, 1856)                       0         
feature (Dense)                    (None, 16)                   29712     
dense (Dense)                      (None, 1)                           17        

Layer (type)                          Output Shape                    Param #   
___________________________________________________

prune_low_magnitude_conv1d (None, 2545, 16)            1042       
prune_low_magnitude_conv1d_1 (None, 2530, 16)        8210      
max_pooling1d (MaxPooling1D) (None, 843, 16)                0       
  
prune_low_magnitude_conv1d_2 (None, 841, 32)           3106        
prune_low_magnitude_conv1d_3 (None, 839, 32)           6178      
max_pooling1d_1 (MaxPooling1) (None, 279, 32)                0         

prune_low_magnitude_conv1d_4 (None, 277, 64)         12354     
prune_low_magnitude_conv1d_5 (None, 275, 64)         24642     
max_pooling1d_2 (MaxPooling1) (None, 91, 64)                  0         

prune_low_magnitude_conv1d_6 (None, 89, 64)          24642     
prune_low_magnitude_conv1d_7 (None, 87, 64)          24642  
max_pooling1d_3 (MaxPooling1 (None, 29, 64)                  0  
       
flatten (Flatten)                    (None, 1856)                             0 
dropout (Dropout)               (None, 1856)                             0         
feature (Dense)                    (None, 16)                         29712     
prune_low_magnitude_dense  (None, 1)                             35         

Before model pruning After model pruning
 

Fig. 2. Comparison diagram of CNN model structure before and after pruning. 

For the Long Short-Term Memory (LSTM) model, we set pruning parameters to be 
consistent with CNN pruning parameters. The comparison of LSTM model structure 
before and after pruning is shown in Figure 3. From the figure, it can be seen that the 
pruned LSTM model also reduces the weight parameters by nearly half compared to 
before pruning. 

Layer (type)                     Output Shape                        Param #   
___________________________________________________
prune_low_magnitude_lstm     (None, 50, 128)           156163    

prune_low_magnitude_lstm_1 (None, 50, 128)           262659    

dropout (Dropout)                     (None, 50, 128)                    0         

prune_low_magnitude_lstm_2  (None, 1)                        1039      

Layer (type)                     Output Shape               Param #   
_______________________________________________
lstm (LSTM)                  (None, 50, 128)              78336   

lstm_1 (LSTM)               (None, 50, 128)           131584      

dropout (Dropout)           (None, 50, 128)                    0        

lstm_2 (LSTM)                (None, 1)                         520   

Before model pruning After model pruning
 

Fig. 3. Comparison diagram of LSTM model structure before and after pruning. 

We test the CNN model with bearings 2-6, using model volume, model calculation 
speed, and model prediction error as evaluation indicators for model compression 
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performance[10]. The calculation formula for model prediction error is shown in equa-
tion (1). 

 𝐸 ൌ
ି


∗ 100% (1) 

In the formula, E represents the model prediction error, P represents the model 
prediction value, and A represents the actual value. 

We input the vibration signals of the bearings into the CNN models before and af-
ter compression, and obtain a comparison of the predicted results as shown in Figure 
4. 

 
(a) 

 
(b) 

Fig. 4. The dashed line represents the predicted degradation state of rolling bearings, while the 
solid line represents the actual degradation state of rolling bearings. The image labeled (a) 

shows the predicted results of the CNN model before compression, and the image labeled (b) 
shows the predicted results of the CNN model after compression. 
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It can be seen that the predicted results of the compressed model are more in line 
with the actual curve, indicating that the compressed model eliminates redundant 
parameters and enhances the effective calculation of the model, thereby improving the 
overall prediction accuracy. 

Using a certain input sequence of bearings to test the accuracy of the model, the ac-
tual value is known to be 0.3074. The predicted value before model compression is 
0.3844, the predicted value after model pruning is 0.2278, and the predicted value 
after model pruning and quantization is 0.2284. The prediction error is calculated by 
combining equation (1). Table 1 shows the test results before and after model com-
pression. It can be seen that the volume of the CNN model after pruning and quantiza-
tion has decreased by 10 times compared to before compression, and the calculation 
speed has increased by two times. However, the prediction error is not significantly 
different, proving that the pruning and quantization methods are effective in com-
pressing the CNN model. 

Table 1. CNN model evaluation index value 

CNN model Model volume 
Model calculation 

speed 
Model prediction 

error 

initial model 1058KB 271ms 25.05% 

Model after pruning 366KB 263ms 25.89% 

Model after pruning and 
quantification 

103KB 136ms 25.70% 

We continue to test the LSTM model, and the test results are shown in Figure 5. It 
can be seen that the prediction performance of the LSTM model after compression is 
not as good as that of the pre compression model in the later stage of degradation, but 
the overall curve still fits the actual degradation curve relatively well, and the accura-
cy loss is still within an acceptable range. 

 
(a) 
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(b) 

Fig. 5. The dashed line represents the predicted degradation state of rolling bearings, while the 
solid line represents the actual degradation state of rolling bearings. The image labeled (a) 

shows the predicted results of the LSTM model before compression, and the image labeled (b) 
shows the predicted results of the LSTM model after compression. 

We test the LSTM model using a feature sequence of a certain segment of the bear-
ing, and also evaluate the compression performance of the model based on model 
volume, model calculation speed, and model prediction accuracy. The actual value is 
known to be 0.1871, the predicted value before model compression is 0.1982, the 
predicted value after model pruning is 0.2191, and the predicted value after model 
pruning and quantization is 0.1345. The prediction error is calculated by combining 
equation (1). 

Table 2 shows the calculation results of evaluation indicators for the LSTM model 
before and after compression. It can be seen that the volume of the pruned and quan-
tized model has decreased by 10 times compared to before compression, and the cal-
culation speed of the model has been greatly improved, but the prediction accuracy of 
the model has also been slightly reduced. However, in the case of a significant im-
provement in model calculation speed, the loss of model prediction accuracy is ac-
ceptable. 

Table 2. LSTM model evaluation index value 

LSTM model 
Model vol-

ume 
Model calculation speed 

Model prediction 
error 

initial model 2515KB 271ms 5.93% 
Model after pruning 844KB 263ms 17.10% 

Model after pruning and 
quantification 

238KB 0.0130ms 28.11% 

Design and Application of Model Compression and Management Platform             625



 

4 Conclusions 

We design a model compression and management platform based on existing model 
pruning and quantification technologies to meet the convenient usage needs of current 
model pruning and quantification tools. The platform we designed achieves central-
ized management of models and datasets, as well as model pruning and quantification 
functions. We also use this platform to prune and quantify CNN and LSTM models. 
Through comparison, it has been verified that this platform can effectively prune and 
quantify models, and greatly improves the computational efficiency of models. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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