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Abstract. Obtaining key feature elements based on design requirements is a fun-
damental task in the product design process. To explore the role of feature recog-
nition in product design in algorithmic classification. This study explores the fea-
sibility of using algorithmically derived product visual features to replace tradi-
tional methods for acquiring key product features by analyzing the correlation 
between user cognitive data obtained from eye tracking tests and visual data de-
rived from category mapping activations based on algorithms. To begin, eye 
tracking tests are conducted to understand users' cognitive processes when view-
ing product images under different emotional objectives, and the findings are vis-
ualized through heatmaps. Subsequently, the ResNet34 classification algorithm 
is applied for image classification training, incorporating the Grad CAM visual-
ization layer to obtain the visual feature data of product images. An association 
analysis is performed on the significant features obtained through both ap-
proaches. Finally, a conclusion is drawn regarding the feasibility of obtaining key 
product feature data based on the algorithmic model. 
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1 Introduction 

Product innovation encompasses not only functional improvements but also innova-
tions in form and other aspects [1]. In the consumer product market, where product 
functionalities tend to converge and product lifecycles become increasingly similar due 
to improved design and manufacturing capabilities, numerous products can meet users' 
basic functional and quality needs [2]. Consequently, major manufacturing enterprises 
are now focusing on enhancing product competitiveness beyond these basic function-
alities. In the realm of product innovation design, meeting users' personalized emotional 
and psychological demands for homogeneous and functionally similar products can 
provide a competitive advantage in the target market and quickly gain consumer sup-
port [3]. Thus, the identification and localization of key product features that satisfy 
users' emotional needs become crucial in this process. 

With the rapid advancement of intelligent technology, particularly deep learning, 
scholars have integrated this technology into various fields. Notably, computer vision 
research has become a prominent topic, with one direction focusing on using image 
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classification to overcome the inefficiencies of traditional manual classification [4]. In 
this context, combining image classification research with emotional classification and 
categorizing product images offers a means to incorporate intelligent technology into 
the design process. While intelligent technology effectively handles product image 
classification, it lacks insights into the algorithm's classification process compared to 
traditional methods like eye-tracking tests. However, the image classification process 
can be enhanced by visualizing the primary features of the classification process 
through the incorporation of the Class Activation Mapping (CAM) visualization layer. 
Consequently, our investigation aims to explore the correlation between visual feature 
data obtained through algorithm-based product image classification and cognitive fea-
ture data obtained from eye-tracking tests to improve emotion-based classification and 
rapidly acquire key product features [5-6]. 

The subsequent sections of this paper are structured as follows: Part 2 introduces the 
cognitive feature extraction process based on eye-tracking tests, Part 3 presents the 
classification algorithm and visual feature extraction process, Part 4 discusses the cor-
relation analysis between cognitive and visual features, and finally, the study is sum-
marized. 

2 Cognitive Feature Extraction Based on Eye-Tracking 
Tests 

The concept of "salience" is commonly categorized into cognitive salience and visual 
perceptual salience. Cognitive salience refers to the top-down process of human per-
ception, involving the differentiation of objects under the strong influence of an observ-
er's experiences, interests, and expectations [7-8]. On the other hand, visual perceptual 
salience refers to the bottom-up perceptual process in which objects attract attention 
based on their physical characteristics and degree of integration into the environment. 
In the design field, the implication of salience features is primarily studied in key design 
aspects, such as object recognizability-guided features, features influenced by product 
satisfaction, image-guided design features, and user demand-guided design features [9]. 
Building on these concepts, we designed a cognitive eye-tracking experiment using a 
dataset of automotive emotional samples as stimuli, with the emotion terms "stable" 
and "lively" as the classification categories [10]. The dataset of automotive emotional 
samples is shown in Figure 1. 
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Fig. 1. Automotive emotional samples 

The cognitive eye-tracking experiment was conducted using the psychological op-
eration software EPRIME-2. We employed an SMI-RED desktop remote eye tracker to 
measure users' eye movement data. The cognitive eye-tracking experiment took place 
in a controlled environment, featuring closed, quiet, softly lit, and noise-free laboratory 
settings. Prior to the experiment, participants' eye trackers were calibrated. At the onset 
of the experiment, instructions and operational guidelines were displayed on the screen, 
requiring participants to fully comprehend the experiment's objectives before proceed-
ing. In the pre-experimental stage, participants familiarized themselves with the spe-
cific operational procedures and experiment flow to ensure smooth execution during 
the formal experiment. The sample images used in the pre-experiment phase comprised 
a fixed set of 30 images, selected and evaluated for emotional semantics by a focus 
group. Participants' choices were compared to the initial information, and an accuracy 
exceeding 90% indicated their understanding of the experiment's purpose, enabling 
them to proceed to the next stage of the formal experiment. Instances where accuracy 
was below 90% required retraining. The formal experiment followed the same proce-
dures as the pre-experiment, with specific steps including the presentation of a "+" sign 
on the screen for 1 second to guide participants' attention. Subsequently, the stimulus 
sample image appeared, and participants judged the imagery words, clicking the left 
mouse button for "stable" semantics and the right mouse button for "lively" semantics. 
The data collected in this study consisted of heatmap data, representing the heatmaps 
created by all participants for each stimulus. 

3 Deep Learning-Based Visual Feature Extraction 

3.1 Design of Emotion Classification Recognition Model Network 

Deep convolutional neural networks can extract higher-level image features. As auto-
motive product images often possess complex geometric and topological 
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characteristics, this section uses deeper convolutional neural networks as the foundation 
for constructing the emotion image recognition classification model. However, as the 
network depth increases, the problem of vanishing gradients becomes more severe, 
making network optimization increasingly challenging. The design of residual blocks 
in the ResNet network partially addresses the issue of vanishing gradients, enabling the 
network model to achieve good generalization performance while deepening the net-
work. Therefore, a ResNet structure was adopted to construct the automotive emotion 
image recognition classification model. By comparing the performance of different-
depth network models, the optimal emotion classification deep learning model was ob-
tained. Taking ResNet-34 as an example, its network structure is illustrated in Figure 
2. 

 

Fig. 2. ResNet-34 Network Architecture 

3.2 Validation of Emotion Classification Model Performance 

After setting up the network architecture and training parameters, the automotive front 
image emotion classification dataset was divided into training, validation, and testing 
sets in a ratio of 7:2:1. The training set was used to train the model, the validation set 
was utilized to fine-tune the model's parameters, and the evaluation on the validation 
set helped in finding the best hyperparameter combination to improve the model's gen-
eralization ability. The testing set was used to assess the model's generalization perfor-
mance. The training, validation, and testing sets were randomly sampled from the an-
notated automotive front image emotion classification dataset. 

The research used the server cluster of the Guizhou University National Key Labor-
atory of Public Big Data for training. The training environment was Ubuntu 18.04, and 
TensorFlow framework was used with a single NVIDIA A100 GPU for computation. 

3.3 Visual Feature Extraction 

Class Activation Mapping (CAM) is a commonly used feature visualization technique 
that highlights the image regions most important for the classification task. Gradient-
weighted Class Activation Mapping (Grad-CAM) is an improved version of CAM that 
uses gradient information to weight the contribution of each pixel in CAM. By using 
gradient information to weight the contribution of each pixel in CAM, Grad-CAM can 
better capture the nonlinear behaviors of deep neural networks and provide more accu-
rate visualization results. This helps to understand how the top convolutional layer fo-
cuses on different regions in the image and generates the classification result. 
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4 Analysis of Key Feature Elements 

Based on the aforementioned Grad-CAM algorithm, a network structure for recogniz-
ing salient features in emotion imagery was constructed. The ResNet-34 model was 
used to batch classify automotive sample images and identify the visualized salient fea-
tures, i.e., the large-scale emotion imagery key features. Several heatmaps and Grad-
CAM visualizations were randomly selected, and key feature elements were extracted, 
as shown in the example Figure 3. By comparing the heatmaps and Grad-CAM visual-
izations of the samples, it can be observed that their primary feature elements exhibit 
consistency. Grad-CAM visualizations can reveal the key feature elements of the prod-
uct, infer features under different emotional classifications, and provide insights for 
optimization and innovation. 

 

Fig. 3. Key Feature Elements Comparison 

5 Conclusion 

In order to explore whether emotion classification algorithms can represent key feature 
elements in the image classification process and provide visual explanations of the main 
product features in emotion classification, this study conducted two sets of experiments. 
The cognitive eye-tracking experiment was carried out to capture users' attention to 
product images under different emotional states, resulting in corresponding cognitive 
feature heatmaps. Additionally, based on the ResNet-34 classification algorithm and 
incorporating the Grad-CAM visualization layer, the main feature elements influencing 
the image classification process were obtained. By comparing the feature elements ob-
tained from the two sets of experiments and analyzing their correlation, it was found 
that the visual features derived from the classification algorithm can represent the key 
feature elements of the product. The key feature elements obtained from emotion elic-
itation can provide new insights for design innovation. 
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source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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