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Abstract. Lost circulation leads to severe downhole accidents in some cases, 
and is common in oil or gas drilling. Lost circulation has become a serious threat 
to energy security and environmental protection and has thus attracted wide-
spread attention. Recently, several studies introduce machine learning algorithms 
into lost circulation prediction, among which the Gradient Boosted Decision Tree 
(GBDT) methods take the lead. However, utilizing one single GBDT method can 
hardly generate optimal results. In this paper, we tackle this issue by the stacking 
technique. Besides, a lost circulation dataset is collected for further experiments.  
The proposed Stacked Gradient Boost Machine (StackGBM) adopts the two-
stage paradigm to further enhance the original results that are produced by 
XGBoost, LightGBM and Catboost. In the second stage, a neural network system 
is employed due to its great prediction capability.  Comprehensive experiments 
show that StackGBM achieves state-of-the-art performance in lost circulation 
prediction. In addition, we perform ablation studies on the variation of Stack-
GBM architecture. The proposed StackGBM algorithm will benefit the develop-
ment of drilling engineering in the long-term. 
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1 Introduction 

Lost circulation (LC) refers to that a considerable part of the drilling fluid enters into 
formations with high permeability, and it is common in major oil and gas production 
areas. Lost circulation may induce complex downhole accidents such as pipe sticking, 
overflow or blowout, and even cause the wellbore to be scrapped in severe cases [1]. 
Some studies reveal that about 25% of the oil and gas wells suffer leakage accidents 
every year, leading to enormous economic loss [14]. As a result, LC will cause signif-
icant energy security and environmental protection issues [2], which has drawn much 
attention and needs to be solved urgently. 
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The application of artificial intelligence methods in predicting and diagnosing lost 
circulation accidents has become a trend in the field of drilling engineering [3]. Recent 
studies mostly adopt neural networks, support vector machine and random forest, etc., 
to establish lost circulation prediction models based on machine learning algorithms, 
demonstrating excellent application prospects [4][5][6]. Generally speaking, these ma-
chine learning algorithms have achieved significant improvement in accuracy com-
pared with human analysis. 

The Gradient Boosted Decision Tree (GBDT) algorithm is an ensemble machine 
learning algorithm. GBDT combines several weak learners into one strong learner to 
improve prediction accuracy iteratively, and can effectively deal with complex engi-
neering problems due to its low requirements for raw data processing. GBDT has been 
widely used in many areas such as urban traffic, electricity and drilling engineering. 

However, previous works [13] show that utilizing just a single machine learning al-
gorithm can hardly produce satisfactory results. In this paper, we aim to design a state-
of-the-art algorithm by the stacking technique, which are capable of synergize the in-
formation generated by the single GBDT algorithms. Our contributions can be summa-
rized as follows: 

 We propose a novel machine learning algorithm termed as Stacked Gradient Boost 
Machine (StackGBM) for lost circulation prediction. StackGBM consists of several 
leading GBDT methods and neural networks, and is designed following the two-
stage paradigm. 

 We conduct thorough analysis on a lost circulation dataset collected from the petro-
leum company, and further provide visualization and preprocessing method, which 
are helpful for the following algorithm development. 

 We perform comprehensive experiments and ablation studies on lost circulation pre-
diction, and achieve significant improvement compared with the vanilla machine 
learning algorithms.  

2 Dataset and Preprocessing 

Our work utilizes dataset collected by Changqing Petroleum Company from March 14, 
1988, to May 9, 2020. After data cleaning, 100,000 samples of the drilling data are 
employed, whose ratio of positive samples to negative samples is 44:1. The detailed 
description of the data field is presented in Table 1.  

As shown in Table 1, most of the data fields are categorical features, while the others 
are numerical features. Specifically, the ‘‘Lithology’’ feature is deleted duo to its high 
proportion of missing values, and the drilling date is not taken into account in the ex-
periment. We visualize the distribution of the accident wells in Figure 1 for better un-
derstanding. 
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Fig. 1. Distribution of the Accident Wells 

Table 1. Data field description 

Feature Name Feature Type 
Category 
Number 

Mean Value 
Missing 
Value 

Tectonic location categorical 449   
Block categorical 91   

Production fac-
tory 

categorical 38   

Province categorical 5  <1% 
City categorical 27  <1% 

County categorical 82  <1% 
Geographical po-

sition 
categorical 13564   

Well type 1 categorical 6   
Well type 2 categorical 26   

Well number categorical 68658   
Drilling date categorical 8807   
Drilling for-

mation 
categorical 221   

Lithology categorical 7  >70% 

Longitude numerical  2.901×107  
Latitude numerical  4.125×106  

Drilling depth numerical  1995  
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3 Methodology 

3.1 XGBoost 

As one of the most popular boosting models, XGBoost (Extreme Gradient Boosting 
Algorithm) improved the vanilla GBDT model by adding regularization [7]. In order to 
alleviate over fitting during training, the regularization term is constructed as a function 
of the number of leaf nodes and leaf weights of the decision tree, which can be repre-
sented as  
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Based on the regularization term, we can conclude that the loss function is 
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In addition, XGBoost also performs second-order Taylor expansion on the loss func-
tion to improve the accuracy of the model. 

3.2 LightGBM 

LightGBM is another improved implementation of the GBDT, binging two merits into 
the boosting methods [8]. On the one hand, LightGBM can receive categorical variables 
as input features. On the other hand, it solves the issue of processing categorical features 
by one-vs-rest. Based on the conclusion of Fisher [9], LightGBM encodes category 
feature through many vs many strategy following three steps. 

3.3 Catboost 

The many-vs-many strategy utilized in LightGBM often leads to over fitting during 
training. Micci-Barreca [[10] deal with this issue by the target statistics (TS) method. 
TS transforms categorical features into numerical features by replacing the category 
with the tag average of each category, which is formulated as 
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where ,i kx  represents the k-th category of the i-th sample, iy  represents the label of 

the i-th sample. 
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However, the above formulation is proved to be easily generating conditional offset 
[11]. Based on this prior, the Catboost [12] model is employed by integrating greedy-
TS, which is formulated as 

 
, ,

, ,

( )

( )

j k

j k

j k i k ix Di
k

j k i k ix D

I x x y P
x

I x x y








 


 




 (4) 

where \{ }k kD D x represents the subset that exclude category kx  in the dataset. 

3.4 Neural Network 

Neural network technology first sprouted in the last century. After years of iterations, 
it has developed from the perceptron to the deep feedforward neural network. Neural 
network has achieved great success in many tasks such as natural language process and 
image classification [15]. For the lost circulation prediction task, we adopt the com-
monly used fully connected neural networks. Besides, all neurons in the system can be 
jointly optimized by the following cross entropy loss 
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where iy  represents the label of the i-th sample, and ip  represents the positive prob-

ability of the i-th sample. 

3.5 StackGBM 

Using each GBDT model alone does not provide optimal results for the lost circulation 
prediction. Previous works [13] show that combining several models together is likely 
to produce better results in the lost circulation prediction. Simply calculating the mean 
or maximum values of the output for the baseline models is intuitive, and we believe 
that stacking another machine learning model based on the output of the baseline mod-
els can achieve further improvement. 

As shown in Figure 2, StackGBM utilizes all three GBDT models described above 
as the first stage, which deal with the input features respectively. Then, the output val-
ues of XGBoost, LightGBM and Catboost will be feed into another machine learning 
model in the second stage, e.g., neural network. Note that the above three boost models 
are running parallelly, and the structure of the neural network system employed in the 
second stage is 64×64×2 fully connected neural networks (dropout=0.2). Through the 
great processing capacity of the neural networks to the structural data, the output values 
of the single boost models can be improved. The pipeline is termed as stacked gradient 
boost machine (StackGBM). StackGBM produces accurate prediction values for lost 
circulation in drilling engineering. 
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Fig. 2. The architecture of StackGBM. 

4 Experiment 

4.1 Implementation Details 

We randomly split the dataset into 70% training set and 30% testing set to evaluate the 
effectiveness of the proposed StackGBM. As the baseline models, XGBoost, 
LightGBM and Catboost are also presented separately. We employ various machine 
learning methods to serve as the second stage model, including SVM (support vector 
machine), LR (logistic regression) and NN (neural network). It should be noted that the 
first stage models in the stack method are always XGBoost and LightGBM and Cat-
boost. Moreover, AUC (Area Under ROC Curve) is adopted as the main metric of the 
experiments. 

The detailed hyper-parameters of the GBDT models utilized in the proposed Stack-
GBM are presented in Table 2. Note that these hyper-parameters are chosen by the grid-
search algorithm, and we conduct the following experiments based on these hyper-pa-
rameters. 

Table 2. The detailed hyper-parameters. 

 XGBoost LightGBM Catboost 

Learning rate  0.02 0.02 0.02 

Iterations  298 153 693 
Subsample  0.7 0.8 - 

Max depth 8 9 9 

4.2 Result Analysis 

Our main results are presented in Table 3. Generally speaking, single models fail to 
achieve excellent results in the experiment, while the proposed stack methods produce 
satisfactory results. Specifically, combining boost models with the neural networks can 
generate the optimal result, and stacking SVM on the boost models performs poor. It is 
noticed that simply stacking LR can just do fine. Furthermore, the above boost models 
perform similarly in the experiment, demonstrating that utilizing only a single GBDT 
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model can hardly achieve optimal results. Consequently, we adopt ‘‘StackGBM (NN)’’ 
as our main model in the following experiment for its best performance. 

Table 3. Results of various models. SVM, LR and NN indicate the stacked model in the second 
stage. 

 Model AUC 

Single methods 
XGBoost 93.55 

LightGBM 93.44 
Catboost 93.54 

Stack methods 
StackGBM (SVM) 90.12 
StackGBM (LR) 93.85 
StackGBM (NN) 94.68 

Table 4 exhibits the ablation study on the model structure of the first stage. Note that 
the second stage are always set as neural network for its best performance. Results show 
that utilizing only two boost models in the first stage lags far behind the three-model 
architecture, demonstrating the effectiveness of the StackGBM model proposed in this 
paper (see Figure 2 for illustration). We believe that assembling the three GBDT mod-
els together helps improving the generalization ability and reducing the prediction var-
iance of StackGBM. 

Table 4. Ablation study on the model structure of the first stage. Neural network is utilized in 
the second stage. 

First Stage Second Stage AUC 
LightGBM 

neural network 93.60 + 
XGBoost 

LightGBM 
+ 

Catboost 
neural network 93.62 

XGBoost 
+ 

Catboost 
neural network 93.63 

XGBoost + 
Catboost + 
LightGBM 

neural network 94.68 

The loss value during the training and validation phases are shown in Figure 3. It 
can be drawn that our StackGBM method achieves stabilized progress during the train-
ing phase, demonstrating that the proposed model is easy to train. And in the validation 
phase, the loss curve is similar to the curve in the training phase. Consequently, we can 
conclude that StackGBM suffers no overfitting during training. 
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Fig. 3. Loss vs epoch. 

5 Conclusions 

In this paper, we propose a novel model termed Stacked Gradient Boost Machine 
(StackGBM) for accurate lost circulation prediction. Our contributions can be summa-
rized as follows: (a) StackGBM adopts the two-stage paradigm to enhance the original 
results that are produced by three leading GBDT methods. And a neural network system 
is employed in the second stage. (b) Thorough analysis is conducted on a lost circula-
tion dataset collected from the petroleum company, and visualization and preprocessing 
methods are further provided. (c) Comprehensive experiments and ablation studies 
show that StackGBM achieves state-of-the-art performance in the lost circulation pre-
diction, promoting the development of drilling engineering. 
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