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Abstract— On the internet social media platforms are 
growing in popularity, and that popularity has raised 
increasing questions about security and privacy. Users of 
social networks face serious security risks due to fake and 
copied profiles. One major issue is the cloning of user 
profiles, when duplicate profiles are created using stolen 
user data and then utilized to harm the original profile 
owner. Threats like phishing, stalking, spamming, and 
others are also used to accomplish a variety of goals. A 
fake profile is one that is made on a social networking site 
using the name of an organization or person that does not 
exist and participates in destructive activities. In this 
study, a new tool is created that uses machine learning 
methods to verify user identification. People who utilize 
fake accounts may be recognized as having fake profiles 
in one of three ways: the number of abuse reports, daily 
comments, or rejected friend requests. Data from Twitter 
was used in a case study. The Random Forest algorithm 
and the Support vector machine approach offered a 
greater projected accuracy when detecting whether a user 
was a fraudulent or genuine user compared to other 
machine learning methods. 
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supervised. 
 

I. INTRODUCTION 
 Social networking platforms are those that help users 
to communicate with each other. Networks have grown, 
there has been an increasing trend in the security of such 
phone accounts. Users are creating false accounts on the 
network and exploiting them to carry out serious 
cybercrimes, steal data, and carry out other actions. 
Social networking websites appeal to a wide range 
of people since users can share their data and daily 
activities on them. One of the most popular social 
networking services is Twitter. Users can add friends 
and exchange a variety of information, such as personal, 
social, political, and corporate information, on online 
social networking sites. 
 The document is structured as shown below. The 
Literature Survey is covered in Chapter 2. The 
suggested technique used in this work is highlighted in 
Chapter 3. Chapter 4 talks about the algorithms that 
were used in this study. Chapter 5 highlights the 
results and discussion. Chapter 6 concludes the study 
with future work and conclusions. 

 

 

 

 
II. LITERATURE REVIEW 

Today, a few machine learning algorithms are 
employed because of the advantages they provide, 
including prediction, analysis, model development, etc. 
Machine learning approaches were utilized by 
Madhwaraj & Amirthavalli [3] to forecast the 
maintainability of free software. To estimate the number 
of deaths brought on by dengue fever, Viswanath et al. 
[1] conducted a case study. An innovative machine-
learning concept was found by Madhwaraj et al. [2] to 
forecast the sale of washing machines inside an 
organization. There are several uses for machine 
learning algorithms. 

 User with false profile identification as a way to 
address challenges with social networking, such as 
privacy, online bullying, abuse, trolling, and other 
issues, also known as NLP and machine learning, was 
presented. [4]. 

 Adikari and Dutta's [5] description on how to spot 
bogus LinkedIn profiles. Using just minimal profile data 
as input, the article demonstrates that phony with 84% 
accuracy and 2.44% false negatives, profiles may be 
found. 

 The approaches for spam identification in Facebook 
and Twitter are described by Stringhini et al [6]. The 
writers set up 900 fake profiles on social media and 
collected incoming messages and friend requests 
continuously for a whole year. Following the collection 
and analysis of user data from those who made these 
requests, around 16000 spam accounts were found. The 
authors looked deeper into how machine learning may 
be used to detect spamming profiles. 

 Aleksei et al.'s study, "Detection of Fake Profiles in 
Social Media," [7] was published to raise awareness of 
an entity related to a person but distinct from them. 
Using social media platforms to impersonate someone 
or construct a false identity in order to gain the target's 
confidence is a common situation for the use of false 
identities. This trust is then abused to acquire data for 
spear phishing attacks, launch spear phishing assaults, 
or engage in direct communication with the target to 
learn their information. 
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 Based on spatiotemporal co-occurrence, "Malicious 
Users" is a circle detection seen in a social network, [8] 
which was related to a typical situation for utilizing Stein 
et al. discussed several privacy options. 
[9] to safeguard user personal information in networks. 
Facebook users are sharing a lot of private information 
about themselves and their friends [10]. 

 Spam and malicious posts on online social networks, 
Data Mining: Concepts and Techniques by Maclean et 
al. Numerous fake account detection algorithms were 
released in 1999 [11] to pinpoint the characteristics—or 
a combination of characteristics—that aid in 
differentiating between legitimate and fraudulent 
accounts. These tactics are based on the analysis of 
unique social network profiles. 

 Research on viral memes was examined by Kinuthia 
[12], who also developed a machine learning method to 
recognize campaigns. She used hashtags and a million 
postings to show that correct recognition could be 
achieved up to 95% of the time. 

 A mixed strategy based on machine learning and 
detection methods was investigated to find fake accounts 
[13]. This experimental approach abundantly illustrated 
the power of the provided strategy in terms of 
recognizing fake accounts from the testing dataset with 
high accuracy labels. 

III. PROPOSED METHODOLOGY 

 The profiles of users were taken from the Twitter 
dataset and used in this research project. Several machine 
learning techniques were used on the dataset. Support 
Vector Machines, Logistic Regression Decision Trees, 
Random Forest, XGBoosts, and Nearest Neighbours 
Algorithm were some of the machine learning algorithms 
[14]. These algorithms were applied to determine if a 
certain user was real or a scam. 

3.1 OVERVIEW OF THE PROPOSED SYSTEM 

The gadget used in the proposed system has the 
crucial capability of user detection. Fraudulent or false 
accounts are discovered using techniques that might tell 
fake ones from real ones. Most fraudulent accounts lack a 
profile name and an image, which is one of the criteria 
used to identify them. They make no reference to the 
account. Although they frequently tweet frequently, there 
are times when their profiles may be entirely vacant. A 
detection technique exists to identify cloned and fake 
Twitter accounts. The frequency of abuse reports, daily 
remarks, or declined friend requests are three indicators 
that someone is using a false identity. Ten characteristics 
make up the suggested system. The proposed system 
includes the nine numerical data-type properties listed in 
Table 3.1, and the category feature—which determines 
whether a profile is fake or not—is a categorical variable. 

 

 
Figure 3.1 System Architecture 

 
Table 3.1 TEN Features and 

Descriptions 

Feature Data type Description 

User ID Numerical Id of the user 

Number of Abuse 

Report 

Numerical Number of abuse report in social media 

Number of rejected 

friend requests 

Numerical Number of rejected friend requests in 

social media 

Number of friend 

requests that are not 

accepted 

Numerical Number of friend requests that are not 

accepted in social media 

Number of friends Numerical Number of friends in social media 

Number of followers Numerical Number of followers in social media 

Number of likes to 

Unknown account 

Numerical Number of likes to Unknown account in 

social media 

Number of comments 

per day 

Numerical Number of comments per day in social 

media 

Category Categorical Based on above reports, classified 

account as genuine category or not. 
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      Table 3.2 SEVEN Features and Descriptions 
 

3.2 MACHINE LEARNING PROCESS 

 An object's contains attributes, which can be 
categorized under the word "label." The traits along with 
the label make up the training data. The training data 
presented above is used to train the model. After the model 
has been successfully trained, test data should be utilized to 
assess it. Only the features are present in the test data (given 
as input), not the labels. The test data will be used to 
evaluate the train model, which was trained using the 
training data. If it correctly evaluates the data, the trained 
model is prepared for prediction. Figure 3.2 depicts the 
pipeline flow diagram for machine learning. 

 

 
 

 
Figure 3.2. Machine learning f l o w  diagram 

 
3.3 DATA COLLECTION 

     The act of collecting data and information from numerous 
sources for use in analysis, research, or other objectives is 
known as data collection. When it comes to machine learning, 

gathering data is an essential stage in creating models that can 
produce precise predictions or classifications. The data may be 
collected using a variety of methods, including manual 
interventions and online scraping. Detection of Fake accounts 
in Twitter dataset taken from Kaggle. 

3.4 DATA PRE-PROCESSING 
     The collection of data is the first significant stage in the 
construction of a machine-learning model. The quality and 
quantity of the data we gather at this step will ultimately decide 
how useful the model is; the more data we can get, the better. 
Web scraping and other manual interventions are examples of 
data-collecting techniques. There are 692 rows and 10 columns 
in the dataset. This module will change the data. by removing 
any columns and missing data. We will start by listing the 
column names that we wish to preserve or retain. The remaining 
columns are dropped or removed after that, leaving only the 
ones we want to maintain. Finally, we remove the data set's 
rows with missing values. Since there are no missing values in 
the dataset being used, models have already been built using 
this data. 
 

IV. MODEL SELECTION 
     Two datasets are required when creating a machine learning 
model: one for training and one for testing. But for now, there 
is just one left. Use the 80:20 ratio to divide this into two equal 
halves. The data frame will also receive a label column and a 
feature column. The sklearn train_test_split function was 
imported in this place. After that, split the dataset using it. A 
test size of 0.2 further divides the dataset into 20% of test data 
and 80% of train data. The dataset is divided by a random 
number generator that is seeded by the random_state option. 
Four datasets are returned by the procedure. They were given 
the names test_x, test_y, train_x, and train_y, respectively. The 
divide is apparent when we examine the dataset's form. The 
data will be fitted to different decision trees using the Random 
Forest Classifier. By supplying the train_x and train_y 
parameters to the fit function, I train the model. It is necessary 
to test the model after it has been trained. Test_x will be sent to 
the predict function to make that happen. 

 

 
 
 
 
 
 

 

Table 4.1 The Model's Fitting Parameters 
4.1 UNIVARIATE ANALYSIS 

Analyzing just one variable Data visualization is a descriptive 
style of analysis that just uses one variable and makes no 
assumptions about how that variable is connected to other 
variables.

Feature Description 

User ID Id of the user 

Number of Abuse Report Number of abuse report in social 

media 

Number of rejected friend requests Number of rejected friend requests 

in social media 

Number of friends Number of friends in social media 

Number of followers Number of followers in social 

media 

Number of likes to Unknown 

account 

Number of likes to Unknown 

account in social media 

Number of comments per day Number of comments per day in 

social media 

Model Type Parameters for Fitting the Model 

Logistic 
Regression 

Solver=lbfgs,'muli_class="auto’, max_iter=2000 
 

Random Forest RandomForestClassifier(n_jobs=-1, 
random_state=123, 
criterion="gini’, max_depth=3,) 

KNN KNeighborsClassifier(n_neighbors—7 

SVM Svm.SVC(Kernel=’rbf’,gamma=’auto’) # Linear 
Kernel 

XGBOOST Xgb.XGBClassifier(max_depth=10, 
learning_rate=0.1,n_estimatord=100, seed=10) 

DECISION 
TREE Gini 
 

Decision TrecClassifer(criterion = “gini", 
random_state = 100,max_depth=7, 
min_samples_leaf=5) 

DECISION 
TREE - Entropy 
 

DecisionTrecClassifer(criterion = “entropy”, 
random state = 100,‘max_depth=7, 
min_samples_leaf=5) 
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Figure 4.1 Counting the amount of abuse reports and friend  
requests that were declined 

Figure 4.2 Counting the amount of friends and rejected 
friend requests. 

 

 
 

Figure 4.3 Examining the amount of likes and followers for 
an unidentified account 

 
 

Figure 4.4 Examining the phoney or not category and daily 
comment count. 

 

 

 

 

 

 

 

4.2 CORRELATION OF FEATURES 
     A bivariate study known as correlation [14] assesses the 
degree of association and the direction of a link between two 
variables. The correlation will range from +1 to 1. 
There is a strong 60% link between the number of reports of 
abuse and the fake or not category. High degree of association 
(40%) between the category "Fake or not" and the number of 
likes to unknown accounts. There is a moderate (20%) 
association between the number of friend requests rejected and 
the fake or not category. Low level link between the false or 
not category (10%) and the number of comments every day. 

 
Figure 4.5 Pearson Correlation 

4.1 ANALYZE AND PREDICTION 

We only selected 7 characteristics from the actual dataset: 

1) UserID: Twitter id 

2) No Of Abuse Reports: The number of Abuse 

Reports 

3) No Of Rejected Friend Requests: The number of 

Rejected Friend Requests Followers in the Twitter 

amount. 

4) No Of Friends: The number of people friends on 

the Twitter amount 

5) No Of Followers: The number of people Followers 

in the Twitter amount 

6) No Of Likes to Unknown Account: The number of 

Likes to Unknown Account 

7) No Of Comments Per Day: The number of 

Comments Per Day. 
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4.2 ACCURACY IN TESTING MODEL 

Accuracy on the test would be calculated as per the dataset 

given. 

4.3 SAVING THE TRAINED MODEL 
First, use a library like pickle to store your trained and tested 
model in an a.h5 or pkl file if you are confident using it in a 
production-ready environment. Check to make sure Pickle is 
configured for your environment. At this point, the model will 
be loaded into the module and exported as a.pkl file. 
 

V. EXPERIMENTAL RESULTS 
A common tool for running and sharing data analysis 
experiments is Jupyter Notebook. You can create and run code 
in a web browser using Jupyter Notebook, and you can see the 
results in real-time. 
Data visualization: A variety of libraries are available in 
Jupyter Notebook to help you produce appealing and 
instructive. Machine learning: You can create and test machine 
learning models with Jupyter Notebook. Scikit-learn, 
TensorFlow, and Python are just a few of the machine-learning 
packages that are available in Python. 
Statistical Analysis: Using libraries like Pandas, NumPy, and 
SciPy,Jupyter Notebook enables you to do statistical analysis 
and hypothesis testing. Data exploration and manipulation, as 
well as the computation of descriptive and inferential statistics, 
are all possible. Text Analysis: Natural language processing 
(NLP) activities including sentiment analysis, text 
categorization, and text summarization may be carried out 
using Jupyter Notebook. Python has several NLP libraries. 

 
Algorithm Accuracy score (%) 

Logistic Regression 94.23 

Random Forest 94.71 

KNN 82.21 

SVM 82.21 

XGBOOST 98 

Decision Tree (Gini) 99 

Decision Tree (Entropy) 98.5 

 

Table 5.1 Experimental Results 

The current user interface, Jupiter, incorporates all the well- 
known features of the original Jupiter Notebook, such as a 
notepad, terminal, text editor, file browser, rich outputs, 
and so on into a user experience that is both adaptable and 
powerful. After some time, Jupiter will supplant the 
ongoing Jupiter Note pad. Installation. Condo or Pip can be 
used to install Jupiter. Jupiter Lab 1.1.4 and Anaconda3- 
2019.10-Windows-x86-64 are both introduced on this 
machine. The following is a list of the libraries that are 
used in the implementation. Pandas is the most widely used 
Python data analysis library. It offers significantly 
enhanced performance due to the use of only C or Python 
for the back-end source code. SciPy is a Python-based 
open-source library used in scientific, engineering, and 
technical computing. 

Data visualizations: To produce interactive plots, 
charts, and graphs, you may use Matplotlib, 
Seaborn, Plotly, or Bokeh It provides a 
sophisticated drawing instrument for creating 
statistical graphics that are captivating and 
instructive. A variety of physical formats and cross-
platform interactive environments can be used in 
conjunction with the Python 2D plotting package 
Matplotlib, four graphical user interface toolkits, the 
Python and I Python shells, the Jupiter notebook, 
web application servers, and Python scripts to 
produce graphics of publication quality. A versatile 
array management library is NumPy. In addition to 
the capability to interact with multidimensional 
arrays, it provides an extremely quick array object. 

 
Figure 5.1 Accuracy Score 

From the chart, we can see that the Decision 
Tree (Gini) algorithm has the highest accuracy score 
of 99, followed closely by Random Forest with a 
score of 94.71. Logistic Regression has a slightly 
lower score of 94.23. XGBoost has an accuracy 
score of 98, which is the second highest score 
among the algorithms. On the other hand, KNN and 
SVM have the lowest accuracy scores of 82.21, 
indicating that they may not be the best algorithms 
for the given dataset. Overall, the chart makes it 
easy to compare the accuracy scores of each 
algorithm and identify the best performing ones. 
From the chart, we can see that the Decision Tree 
(Gini) algorithm has the highest accuracy score of 
99, followed closely by Random Forest with a score 
of 94.71. Logistic Regression has a slightly lower 
score of 94.23. XGBoost has an accuracy score of 
98, which is the second highest score among the 
algorithms. On the other hand, KNN and SVM have 
the lowest accuracy scores of 82.21, indicating that 
they may not be the best algorithms for the given 
dataset. Overall, the chart makes it easy to compare 
the accuracy scores of each algorithm and identify 
the best performing ones. 

VI. CONCLUSIONS AND FUTURE WORK 

Finding false social media profiles is the major goal of this 
research. Machine learning algorithms are being used to 
raise customers are aware of false consumers. 
Administrators in this project oversee setting up the model 
for processing as well as administering the complete the 
programmed. Any extra training that the model needs will 
be handled by the administrator. The computation using 
this programmed was successful. In online social 
networks, fake and duplicate profiles have grown to be a 
very serious issue. These characteristics might occasionally 
manifest as threats in daily life. As a result, a detection 
technique that can spot both false Twitter profiles has been 
suggested. The issue may be expanded to include Natural 
Language Processing Methods. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial 4.0 International
License (http://creativecommons.org/licenses/by-nc/4.0/), which permits any noncommercial use, sharing, adaptation, distribution and
reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to
the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter's Creative Commons license, unless indicated
otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons license and your intended use
is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright
holder.
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