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Abstract—The Karnataka state assembly elections have 
brought a new perspective to the political landscape, with 
diverse candidates representing various parties vying for the 
people's choice. This research work provides new insights into 
the predictive aspects of the Karnataka elections. Through the 
use of Deep Learning models applied to data collected from 
Twitter, the sentiments and past experiences of the ruling 
party were analyzed to predict the future elected party. The 
focus is on the public's sentiments with regards to the hopes for 
democratic policies in the future. The data was collected 
through the Twitter API and transformed into a well-
structured format for training the model with a 70:30 ratio. 
The performance metric of the model is tabulated. Data 
exhibits mixture of opinions from the people of Karnataka 
towards the ruling party. While some tweets expressed 
confidence in the change of government formation in the 
future, others expressed concerns on religion and anti-national 
statements in a sarcastic manner. The LSTM model produced 
results with an accuracy of 87%. 

Keywords—LSTM, Twitter, Karnataka Elections, Deep 
Learning models, Machine Learning 

I. INTRODUCTION 
Sentiment Analysis is a paramount application of the 

machine learning [1], With the proliferation of Social 
Networking Sites(SNS) and microblogs [2], like Twitter, 
also the advancement of 4G and 5G technologies, data 
augmentation has become increasingly necessary [3, 4] . In 
particular, Twitter has become a popular microblog where 
users can express their opinions in short-form content [5]. In 
2017, Twitter enhanced the character restriction of tweets 
from 140 to 280, allowing users to be more expressive [6]. 
With over 400 million users worldwide, Twitter is a widely-
used platform where people search for articles, news, and 
trends [7]. In the United States alone, there are 37 million 
active Twitter users, while India has 24.45 million Twitter 
users, according to statistics from the website Backlinko. 

 

The grail of the research grind is to analyze the 
sentiments expressed on Twitter regarding the 2023 
Karnataka Assembly elections and classify them. This entails 
a thorough examination of the language utilized in tweets, 
necessitating the adoption of advanced Natural Language 
Processing(NLP) and Deep Learning(DL) techniques to 
decipher the intricate nuances and implications of public 
sentiment as expressed. [8, 9] Illustrates the implication of 
social media in political communication. 

The thrust of elections is to upload the democratic values 
which encompasses a equality, freedom, and participation in 
government decisions [10]. The objective of voting involves 
the citizens participation in political, to promote democracy, 
to promote transparency, to hold accountability [11]. The 
current elections in Karnataka are the sixteenth assembly 
elections, with a total of 224 seats. A political party needs to 
secure a minimum of 113 seats to form a government in the 
state. The party with the majority in the assembly forms the 
government [12]. 

The research work grails to accurately predict the 
sentiments of people in Karnataka using a deep learning 
model. The data is possessed from Twitter's Application 
Programming Interface (API), preprocessed, and vectorized. 
The deep learning model, specifically an LSTM, is used to 
detect sentiments in the tweets. Finally, performance metrics 
are computed to evaluate the model's effectiveness. The 
introduction of the research paper outlines the objective and 
motivation of the study. The related work section presents 
recent studies in the field and compares their results. The 
following section details the methodologies used, including 
the LSTM model, and presents the results. The conclusion 
condenses the overall analysis of the research work. 

The motivation for conducting research on the Karnataka 
elections is multifaceted. On one hand, it involves leveraging 
deep learning models to gain insight into the political 
landscape and voting patterns in the state. Additionally, there 
is a desire to understand the potential outcomes of the 
election and what they may mean for the future of Karnataka. 
Moreover, there is a sense of satisfaction in raising 
awareness about the electoral process and encouraging civic 
engagement among the public. 

II. RELATED WORK 
The literature review extensively enlists the diverse 

works carried out in the multifaceted field of computer 
science and political science. Anuradha et al [13], evinces a 
framework for elections through social media, the focal work 
is to prognosticate the referendum via Twitter data.  The 
research work spotlights the political parties are increasingly 
using Social Media(SM) platforms  like Twitter to reach out 
to voters and promote their campaign messages. The study 
uses machine learning(ML) algorithms to analyze Twitter 
data during the 2014, Indian general elections and predicts 
the election outcomes. 
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In 2018, the influence of social media on the US 
presidential election results demonstrated the significant 
impact of these platforms, which have attracted a vast 
audience worldwide for a variety of purposes, from 
connecting with friends to garnering likes from other users. 
Through her research, Manisha Madhava et al [8] has played 
an influential role in identifying the role of SM in the 
election of political ruling parties. Specifically, the work 
provides insights into the impact of SM on the Karnataka 
assembly elections of 2018 and offers a broader perspective 
on the trajectory of Indian elections.  

The grail of the study, is to investigate the factors that 
determine voting behavior in India. The work of Patibandla 
Anil et al [14] comprises of two segments. Ideology and 
hawkishness. first is based on various authors construe the 
behavior of voters based on his ideology. The second is on 
empirical occurrence and patterns of voting in current 
political frolic. The paper emphasizes the definition of 
“voting behavior”, which encompasses individual 
psychological patterns, political action, and institutional 
factors, such as communication media, and their influence on 
elections. 

Neena Talwar Kanungo [15] foresights on India's 
smudging of digital elections in the year 2015. The 
composition evinces prominent political parties such as NCP, 
BJP, BSP, INC, CPI and AAP during maneuver in 2014. The 
data is excavator from Twitter and Facebook over the period 
of 3 months. The composition exhibits the political parties 
strategies with regard to the voters mindset and invades 
them. SM has been the easy access place for many political 
parties for easy canvass. It is also anticipated to be a cutting 
edged for 16th assembly elections. 

          Usha M Rodrigues [16] culminates the limitation on 
political canvassing on internet. Some of the issues 
pertaining the number of people accessing the internet and 
accessibility of the remote area persons are discussed in the 
research. The research work mainly takes the  2014 elections 
for case history. Though the only the significant number of 
users could possibly use the internet, the tweets posted by 
political parties made significant difference in  readers mind. 
It provided multi- dimension platform for the parties, where 
the people of different class of society are reached in various 
ways. The tweets in a continues basis engages the voters and 
also brings an awareness on the political dimensions for 
users.  the number of first-time voters and levels of internet 
accessibility. 

The researchers has taken the various dimensions for SM 
analysis including regional based, lingual based, voters 
based, sentiment based and so on. Widodo Budiharto et al 
[17], explored SNS like twitter and taken the Indonesia 
presidential election for demonstration of same. 

An algorithm was created to differentiate the important 
data and the model was trained with the polarity of the 
tweets. R language was used for election prediction model. 
The authors very happy with the tweets results as it synched 
with the factual out-turns of the elections. results. 

Ankita Sharma et al [18] worked on sentiment analysis 
on election data. The process involved the acquisition, 
preprocessing, and analysis of tweets, followed by sentiment 
analysis using different approaches. This study collected 
tweets from January to March 2019 to gauge public opinion 
regarding the general elections in India. Two candidates, 

Candidate-1 and Candidate-2, were analyzed. The study 
found that Candidate-1 was more popular and well-liked 
compared to Candidate-2. These results were in similar to the 
existent aggregate of the May 2019. 

Kawaljeet Kaur Kapoor et al [13] reconnoiters the 
success of the BJP party in the prime ministerial elections in 
2014. According to the proposed credo, the amalgamation of 
SM and election canvassing helped the jog miles of era. It 
was very easy key for BJP to meet the people. The research 
work, stresses on fast penetration of election campaigning 
was successful with the aid of SM. The various illustrations 
are given in how the contesting party made good absorption 
of the opportunity of using the SM effectively.  

The study [20] compared public opinions from the 2016 
and 2020 US Presidential Elections, analyzing tweets 
collected through the API, pre-processing the data, and 
applying the Naive Bayes Classifier to extract sentiment. We 
identified outliers, analyzed swing states, and cross-validated 
the election results with social media sentiment. Our findings 
showed that social media sentiment often aligned with the 
election outcomes, with pre and post-election sentiment 
analysis highlighting shifts in outliers. 

Kokil  Jaidka [21] contributed for predicting elections 
through comparative study on divergent electoral model. The 
work comprises of three method and three country. The 
tweets on India, Malaysia and Pakistan are acquired. The 
different mechanisms for sentiment classification was 
explored. Merging of method and sentiment together for SA. 
Similarly Sentiment and volume, and emotion and SNS, 
yielded better results in terms of voter interest and outcome 
based discussions in regional part.  It was noteworthy, that 
the out-turns of the countries like India and Pakistan were 
directed. Traditional polling strategies were not sufficient to 
penetrate all the people. The tweets demonstrating different 
opinion on various parties have been influential factor for 
fellow users. 

As the elections neared the number of tweets were 
gradually increased leading to user checks on tweets. Since 
the data collected for various countries had the regional 
limitation, multilingual resources also turned to be a 
challenging. Hence the some regional parties sentiments 
classification was not feasible. 

 

III. METHODOLOGY 
 

The focus of the study is on the upcoming Karnataka 
Assembly Elections in 2023. To brace the data for analysis, a 
numerous preprocessing steps were executed. These included 
the abolition of stop words and the application of Regular 
Expressions(RE) to clean the data. Spell checking was 
performed using the textblob library, and stemming was 
carried out using the Porter stemmer algorithm. Once the 
corpus was built, one-hot encoding was applied to represent 
the text, followed by padding to ensure uniform sentence 
length. Word embedding was then used to identify the 
positional relationships between words in the text. The 
classification task was performed using a Bi-directional 
LSTM model with a sigmoid activation function. To 
minimize the loss value, a dropout ratio of 0.3 was set. The 
methodology of the model is represented in figure 1. The 
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twitter API gave provision for data collection with an 
assistance of R programming. 

 

Fig. 1. Methodology 

 The elections process involves registration of voters, the 
nomination and campaigning of candidates, the voting 
process itself (which may take various forms such as paper 
ballots, electronic voting, or mail-in ballots), and the 
counting and verification of votes to determine the winner 
[22]. The election process may be regulated by government 
bodies or independent organizations to ensure fairness and 
transparency [23]. The figure 2 illustrates the election 
process. 

 

 

Fig. 2. Election process 

A. Data 
The dataset was built from the Twitter API by generating 

Authorization tokens using the R tool. The dataset included 
various fields such as tweet text, favorites, reply information, 
tweet creation date, and more. We collected over 44,400+ 
tweets related to Elections collected using appropriate 
keywords, which were then preprocessed for further analysis. 
The figure 3 gives the glimpse of tweets. The figure 4 shows 
the most negative tweet and figure 5 most positive tweet 
from the extracted dataset. 

. 

 

Fig. 3. Data View 

 

Fig. 4. Sample negative tweet 

 

Fig. 5. Sample positive tweet 

B. LSTM 
LSTM model is an idiosyncratic type of Recurrent Neural 

Network(RNN) that can effectively manoeuvres long-term 
dependencies and learn from past memories. Unlike 
traditional RNNs, LSTMs incorporate a memory cell and 3 
gates like forget gate, input gate, and output gate. These 
components work together to help the model retain relevant 
information while discarding irrelevant information, making 
them particularly useful for applications involving sequential 
data. The memory cell is responsible for storing information 
over time, while the forget gate allows the model to 
selectively discard information that is no longer relevant.  

 

Fig. 6. LSTM model 

The LSTM model is represented in the figure 6. As a 
neural network it arrogates a sequence of characters as input 
and classifies it into either positive or negative opinion. The 
data flows through the network via arrow lines, the out-turn 
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of particular node imply as the input for the other. The 
network architecture is composed of rectangular boxes that 
represent the various neural network layers, and the merging 
lines indicate the concatenation of data. Forking lines 
indicate the copying of multiple pieces of data to different 
locations within the network. The circles in the network 
represent point-wise operations that are used to manage and 
manipulate memory within the network. 

Cell state: The cell state in the LSTM model leverages a 
memory cell to selectively retain or discard information from 
the input text based on its context. The memory cell is 
manipulated through a set of point-wise operations that are 
depicted in the figure 7. Specifically, the yellow circle with 
an x mark indicates the point-wise operation that is used to 
forget or discard some of the information in the memory cell, 
while the yellow circle with a plus mark indicates the point-
wise operation that is used to add new information to the 
memory cell. These operations allow the LSTM model to 
dynamically update its memory and selectively retain the 
relevant information for downstream analysis. 

Forget Cell: In the LSTM model, the forget gate is a 
critical component that selectively discards data out of  
memory cell. The forget gate is the first gate in the LSTM 
structure and plays a prime role in maintaining the relevant 
information for downstream analysis. The computation of ft 
involves the concatenation of two sets of weights, wi and wh-

1, which are represented by the variable Wf. The output of the 
forget gate, ft, is then used to update the memory cell, 
allowing the LSTM model to selectively retain or discard 
information based on its relevance to the current context. 

 

                                

Fig. 7. forget gate, input gate and output gate 

 

Input gate: Through the input gate, information is sent to 
the cell state and it is adjacent to input gate. It is in charge for 
selectively retain or discard data. 

Output gate: The output gate is a crucial component of 
the LSTM model that determines which information should 
be made visible to the next layer of the neural network. This 
gate is located adjacent to the input gate and works in tandem 
with the forget gate and input gate. 

 

The gates in the LSTM model utilize a sigmoid activation 
function, which produces a binary output that decides which 
information should be retained and which information should 
be discarded. If the binary value is low, the information will 
not be passed through the cell state, while if the binary value 
is high, the information will be passed through the cell state. 
The LSTM model is particularly effective at processing 
sequential data and has demonstrated strong performance in 

tasks that require the model to selectively remember or forget 
certain pieces of information. 

IV. RESULTS AND DISCUSSIONS: 
 

The results measured in terms of recall, precision, 
accuracy, F1-score , macro mediocre, weighted mediocre and 
support. In the case of classification tasks, such as predicting 
the outcome of an election, there are several metrics that can 
be used to measure the quality of the predictions made by the 
model. 

Precision is a metric that articulates the proportion of 
exactly predicted positive occurrence out of all instances 
predicted as positive. The model records the precision of 
90%. 

Recall is a metric that articulates the proportion of 
exactly predicted positive occurrence out of all actual 
positive instances. The model records the recall of 92%. 

F1-score is a benchmark for balancing the precision and 
recall. It is the harmonic mean between precision and recall. 
An elevated F1-score elevates that the models is ability to 
make accurate positive predictions while also correctly 
identifying a high proportion of positive instances. The 
model records F1-score of 91%. 

Accuracy is a criterion that appraises the proportion of 
suitably predicted instances out of all precedents. It 
calculates the proportion of true positives and true negatives 
over the total instances. High accuracy indicates that the 
model is making accurate predictions overall. The accuracy 
of 87% is recorded. 

Macro mediocre and weighted mediocre are metrics used 
to evaluate performance across multiple classes in a multi-
class classification problem. Macro mediocre calculates the 
average of the metric across all classes, while weighted 
mediocre calculates the average weighted by the count of 
instances in apiece class. The values are recorded similar to 
the accuracy. 

Finally, support is a metric that indicates the number of 
instances in each class. It can be useful to identify 
imbalanced classes, where the occurrence of specimens in 
sole class is consequentially sizeable or minuscule than the 
others. 

Each metric provides a different perspective on the 
quality of the predictions, and together they can give a 
comprehensive view of how well the model is performing. 
The results are illustrated in the figure 10. 

A. Word Cloud 
A word cloud(WC) is a graphical portrayal of a text data 

set, where the intensity of each locution is proportional to 
prevalence in the given text. The words are typically 
displayed in a random arrangement, and can be color-coded 
to indicate various attributes such as sentiment or topic. 
Word clouds provide an easy-to-understand visual summary 
of the most frequently occurring words in a text, making it a 
popular tool for quickly identifying key themes and patterns 
in large datasets. The figure 8 describes the WC of 2023 
elections. 
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Fig. 8. Word Cloud 

B. Epoch 

      In DL/ML models the datasets will pass through sufficient training in 
passes. Each of this pass will be refered as epochs. The various occurence 
of epochs during training can increase the performance. The figure 9 shows 
the screenshot of different epoch cycles. 

 

Fig. 9. Epoch cycles 

 

Fig. 10. Results of LSTM model 

V. CONCLUSION: 
The research paper explores the use of the LSTM deep 

learning technique to analyze tweets related to the upcoming 
Karnataka Assembly Elections in 2023. The LSTM model is 
applied to sequential data to determine public opinion on the 
elections. The model exhibits strong performance on text 
data, thanks in part to the sigmoid activation function used in 
the LSTM gates to regulate the data retrieval process. The 
LSTM model has potential applications in various fields, 

including text analysis, translation, and speech processing, 
where accuracy is crucial. The ramification of the research  
designates that the LSTM model outperforms existing 
approaches in terms of producing better results. Furthermore, 
the study found that sarcastic tweets expressing 
dissatisfaction with the ruling party were prevalent, and that 
people in Karnataka had mixed opinions about the upcoming 
elections. Future work could include analyzing the 
sentiments of users in regional languages and clustering 
individual tweets based on user accounts. 
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