
Assessment and ML-based Prediction for Research
Ability of Postgraduates

Hongcheng Liu, Wen Hu, Dong Sun*

University of Electronic Science and Technology of China, No.2006, Xiyuan Avenue, West
Hi-tech Zone, Chengdu 611731, China

*sundong@uestc.edu.cn

Abstract. The assessment and prediction of research ability are very important
in education. This paper 1) proposes an assessment scheme based on principal
component analysis (PCA), which assigns a reasonable score for a postgraduate,
and 2) proposes a prediction model based on multiple linear regression, which
suggests the research ability of a postgraduate based on indirectly related infor-
mation. Data from some postgraduates in University of Electronic Science and
Technology of China (UESTC) are used to evaluate the performance. Experi-
ments show the effectiveness and reliability of the proposed scheme and model.
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1 Introduction

Research ability is the ability to find problems, analyze problems, solve problems and 
carry out specific research work in unknown fields with scientific thinking and appro-
priate methods [1]. The cultivation of research ability has been paid increasing attention 
by colleges and universities, and it is also one of the important indicators in the com-
prehensive strength evaluation of colleges and universities. However, the current meth-
ods can’t comprehensively assess or predict the research ability of postgraduates.

In recent years, Machine Learning (ML) has been widely used in many fields. More 
and more scholars try to use ML to assess and predict research ability [1]-[4]. For exam-
ple, Ying Chen et al. proposed a GA_GBoost model to predict the research ability of 
college students [3]. Wei Wu et al. achieved a relatively objective and accurate assess-
ment of scientific research potential based on Learning Vector Quantization (LVQ) 
neural network [4]. However, few works separate assessment and prediction, and the 
introduction of deep learning leads to a lack of interpretability.

This paper insists that 1) assessment should be based on the directly related research 
outcomes, while the prediction should be based on indirectly related information, and 
2) where a simple model works well, there is no need to introduce any heavy model.
Therefore, this paper uses the principal component analysis (PCA) [5] to construct the
assessment scheme and uses multiple linear regression [6] to obtain a prediction model.
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The structure of this paper is introduced as follows. Section 2 introduces the key
technics used in this paper, i.e., PCA and multiple linear regression. Section 3 discusses
the assessment based on PCA and the outcomes. Section 4 discusses the prediction
based on multiple linear regression. Section 5 carries experiments to show the perfor-
mance. Section 6 concludes this work and proposes future expectations.

2 Preliminaries

2.1 Principal Component Analysis

Principal component analysis (PCA) is a kind of linear dimension reduction algorithm,
which makes data in a higher dimension projected into a space with a lower dimension
while preserving information as much as possible. It can be derived from two perspec-
tives equivalently, i.e., variance maximization, and reconstruction error minimization.
Let’s take the first perspective for example and show the derivation [5].

For a set of data {xn}, n=1, 2, …, N, where xn is a variable in D-dimension Euclidean
space, the aim is to project them into an M-dimension space (M;D) and maximize the
variance of the projected data. Consider M=1 first and denote its direction as unit vector
u1. Then the mean of the projected data can be denoted as 1

Tu x  where x  is the mean
of original data with the form of (1).
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And the variance of the projected data can be calculated as (2), where S is the covar-
iance matrix with the form of (3).
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Thus, the constrained optimization problem can be denoted as (4), and can be trans-
formed into an unconstrained optimization problem as (5) further.

1 1 1 1arg max , . . 1T Ts t    <u Su u u (4)

1 1 1 1 1argmax (1 )T Tκ ∗ ,u Su u u (5)

Calculate the deviation of the expression, let it be 0, and solve this equation. Then,
it can be noted that 1 1 1κ<Su u  holds, which means 1u  is an eigenvector of S and

1 1 1
Tκ = u Su  is the corresponding eigenvalue (also vairance). This eigenvector is called

the first principal component.
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Likely, additional components can be defined: choose new directions within the di-
rections orthogonal with considered directions, and maximize the variance of the pro-
jected data. Then, the optimal M-dimension space can be constructed by M eigenvectors

1 2, , , M  ϑu u u  of S, corresponding with M max eigenvalue 1 2, , , Mκ κ κ  ϑ .

2.2 Multiple Linear Regression

Multiple linear regression means predicting the independent variable y as ŷ  with the

linear combination of multiple dependent variables m and an intercept 0̂π , as (6).

0 1 1
ˆ ˆ ˆˆ k ky m mπ π π< ∗ ∗ ∗ϑ (6)

The mission is to find appropriate parameters π in the expression according to ob-
served data X and try to minimize the prediction error, which can be summarized into
an optimization problem as (7).
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Through derivation [6], the parameter can be calculated as (8).

1ˆ ( )T T,< X X X Yπ (8)

3 Research Ability Assessment

3.1 Index Introduction

Assessment means assigning a score for a postgraduate which reflects his/her research
ability. In order to avoid subjectivity, several objective indexes an assessment frame-
work based on the indexes are to be put forward and. The indexes include x1, x2, x3, and
x4, where x1 stands for one’s publication, x2 stands for the number one’s patents ob-
tained, x3 stands for one’s competition awards obtained, and x4 stands for one’s inno-
vation projects finished. And x1, shown in (9), is a weighted sum of 4 sub-indexes, i.e.,
x1,1, x1,2, x1,3, x1,4, standing for the number of papers published in Chinese Academy of
Sciences ranking (CAS) Q1, CAS Q2, CAS Q3/Q4, and other journals or conferences
[7].

1 1,1 1,2 1,3 1,40.4 0.3 0.2 0.1x x x x x< ∗ ∗ ∗ (9)

3.2 Assessment Based on Principal Component Analysis

Let’s denote the data matrix A as where every row represents a postgraduate with four
indexes, and (A)ij=aij. The detailed form of A is shown in Appendix A. There are a total
of N=39 postgraduates in our dataset.
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Firstly, data process should be conducted, i.e., handling the indexes positively and
non-differently. Since all indexes are positively correlated with one’s research ability,

only normalization with (10) is needed, where 2
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( ) /ij ij j ja a sλ< ,∃ (10)

Secondly, calculate the correlation matrix R using (11), where (R)ij=rij=rji is the cor-
relation coefficient between index i and j.
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Thirdly, calculate the eigenvalues 1 2 3 4κ κ κ κ″ ″  ″  and corresponding normalized

eigenvectors 1 2 3 4, , ,   u u u u  where 1 2 3 4, , ,
T

j j j j ju u u u <     u . And 4 new indexes, i.e.,

the first to fourth principal components, can be generated from old ones using (12).
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Fourthly, calculate the information contribution rate of each eigenvalue j as (13)
and the cumulative contribution rate αp as (14).
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Choose a specific p which makes αp very  close  to  1,  and use  the  first p principal
components to construct the assessment model with (15). Z is the assessment [8].
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3.3 Outcomes

By applying spectral decomposition, the eigenvalues and eigenvectors can be calcu-
lated, and the results of principal components analysis is shown in Table 1.

Table 1. The results of principal component analysis.

No. Eigenvalue Contribution rate Cumulative contribution rate

1 2.1006 52.52% 52.52%

2 0.9521 23.80% 76.32%

3 0.5873 14.68% 91.00%

4 0.3601 9.00% 100.00%

Since the first 3 components have contained more than 90% original information,
we choose the first 3 components to construct the assessment model. The parameters
of (12) and (15) are all calculated, which are shown in Appendix B.

And the distribution of the research ability according to the assessment scheme is
shown in Fig. 1. It is noted that the distribution of research ability is more like long-
tailed distribution [9], rather than normal distribution. It means few postgraduates are
outstanding in research while most of them are ordinary.

Fig. 1. The histogram and the kernal density estimation of the research ability of 39 postgradu-
ates.
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4 Research Ability Prediction

4.1 Indexes Introduction

There are 14 indexes that may be related to a postgraduate’s research ability and can be
used to predict it. The details and illustration are shown in Table 2.

Table 2. The illustration of indexes for forecasting a postgraduate’s research ability.

Index Illustration Index Illustration

m1

Program type, 0 for academic postgrad-
uate, 1 for professional one, 2 for

bachlor-straight-to-PhD and 3 for others
m8

Help gained from seniors in
the same program, 0 for little,

1 for some, and 2 for much

m2

Admission type, 0 for postgraduate
qualification exam, 1 for recommended

for admission, and 2 for others
m9

Important research projects
involved

m3
Rank, a fraction showing one’s ability

among one’s class or program m10

English ability, mapping
CET-4 to [0,0.5] linearly and

CET-6 to [0.5,1] linearly

m4

Grade, 0, 1, 2 for grade 1, 2, 3 of post-
graduate and 3, 4, 5 for grade 1, 2, 3 of

PhD, etc.
m11

Number of important social
practices

m5
Tutor’s research ability, presented by

his/her h-index [10] m12
Max duration of important

social practices

m6
The number of students guided by the

same tutor m13 Hours for research per week

m7

The help gained from the seniors in the
same program, 0 for little, 1 for some,

and 2 for much
m14

Academic writing training re-
ceived, 0 for none, 1 for part

of, and 2 for fully trained

4.2 Prediction Based on Multiple Linear Regression

According to (8), the multiple linear regression model can be constructed. Details are
shown in Appendix C.

5 Experiments

5.1 Data Description and Evaluation Metrics

There are 39 samples in the dataset, separated randomly with a ratio of 7:3 into training
set and testing set. To evaluate the performance comprehensively, 3 different metrics,
i.e., Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and Root
Mean Squared Error (RMSE), are consider [11], shown as (16)-(18).
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5.2 Comparison

To assess the performance of multiple linear regression, we compare it with three other
regression methods, i.e., support vector regressor (SVR) [12], random forest regressor
(RFR) [13], and deep neural network (DNN) [14], whose complexity increase. The results
are shown in Table 3. It can be concluded that multiple linear regression is far better
than others in all evaluation metrics.

Table 3. Comparison of different models for research ability prediction.

Metrics / Model SVR RFR DNN Multiple regression
MAE 0.400 0.409 0.498 0.295

MAPE 0.900 2.338 0.916 0.669
RMSE 0.528 0.485 0.610 0.396

And the visualization of prediction result is shown in Fig. 2.

Fig. 2. The result of prediction using multiple linear regression.
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6 Conclusion

In this paper, an objective assessment scheme based on PCA is proposed, which sug-
gests that the research ability of postgraduates in UESTC may follow long-tailed dis-
tribution. By comparison and analysis with SVR, RFR and DNN, the multiple linear
regression model has the best fitting effect in this case, and this model is the most ac-
curate to predict the research ability of postgraduates and the closest to the real situa-
tion. Based on this, the prediction model based on multiple linear regression is pro-
posed. Though simplest, it has the best performance, which suggests that non-linear
methods may not apply to linear problems well. The experiments illustrate the effec-
tiveness as well as the reliability of the scheme and model.

This paper lays a foundation for future research and references. For example, re-
searchers can use this assessment scheme to test what kind of measures help improve
one’s research ability most; university can consider what kind of student have the best
research ability according to the prediction model; etc.

Data Availability

The codes and data are available at https://github.com/swulhcx/Research-Ability-As-
sessment-and-Prediction.
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Appendix

A. The Detailed Form of Matrix A
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B. The Research Ability Assessment Model of Postgraduates in UESTC
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1 2 30.5252 0.2380 0.1468Z y y y< ∗ ∗ (21)

C. The Details of the Constructed Multiple Linear Regression Model
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10 11 12 13 14
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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