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Abstract. The level of greenness or the content of chlorophyll in the leaves is 

one indicator of plant health, where plants that are fertile and have enough nutri-

ents will look green on their leaves. This indicates that the nitrogen (N) content, 

which is the constituent of leaf chlorophyll, is fulfilled properly and increases 

plant productivity higher. Knowing the nitrogen content in a plant can inform 

nutritional needs and monitor plant development quickly and precisely. This re-

search aims to develop a mathematical model to predict the chlorophyll and ni-

trogen content in leaves using a machine vision method with texture and color 

analysis. Texture analysis uses the color features of Grey, RGB, HSL, HSV, and 

L*a*b* and the color co-occurrence matrix (CCM). The best 8 features have been 

obtained using Correlation as a selection attribute. The best ANN model was se-

lected from 75% of training data and 25% of validation data with a topology 

structure of 8-30-40-2 with a learning rate value of 0.1 and momentum 0.5, 

trainlm as the selected learning function, tansig the activation function in the hid-

den layer and output layer. The selected ANN structure produces a validation 

correlation coefficient (R) of 0.99073 and a validation MSE of 0.0793. 
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1 Introduction 

As an herbal plant, Vernonia amygdalina has various benefits due to its pharmacolog-

ical properties such as antioxidant, hepatoprotective, antibacterial, anti-inflammatory, 

anticancer, antiviral, anesthetic, antifungal, antiprotozoal, antimicrobial, antileukemia, 

analgesic and so on. This is because Vernonia amygdalina is rich in nutrients and phy-

tochemicals [1-8]. The results of previous studies stated that the difference in chloro-

phyll levels and the level of leaf development, affect the content of a plant [9-10]. Ni-

trogen (N) is one of the nutrients that are very important for plant growth and is the 

main component of chlorophyll and protein closely related to leaf color, plant growth 

status, and yields [11]. The quantitative assessment of the nitrogen content of the leaves 

can inform nutritional needs and monitor plant development quickly, precisely, and 
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very helpful for the accurate processing of nitrogen fertilizers, which can increase the 

yield and quality of the crop [12]. 

Laboratory measurements carried out destructively require leaf extract, thus causing 

damage to the sample, takes time and cannot be used in further measurements [13]. The 

chlorophyll meter (SPAD-502), a simple, fast, and non-destructive method, has been 

widely used to estimate the leaf nitrogen content correlated with chlorophyll content 

[14-17]. Apart from the high price of the SPAD-502, the measurement area is small (6 

mm2), it takes a lot of repetition to get the appropriate results, and SPAD-502 measure-

ments are often experience difficulty in distinguishing chlorophyll levels in plant ethics 

close to or above the optimal N supply [18-19]. 

Recently, artificial intelligence technology has become represented by deep learn-

ing and become a hot spot of modern technology in agricultural research. An artificial 

neural network (ANN) is one of the computational techniques related to artificial intel-

ligence, which works exactly with human neural systems. Each layer receives inputs 

with weights connected from other neurons, passing through neurons and generating 

output signals that other neurons can also generate. In this way, the process runs along 

the neurons and layers back and forth. When it reaches the specified error value, the 

network training process will stop and form a model. Each network is developed with 

algorithms and several other performance parameters whose performance results in dif-

ferent variations. Through the trial and error method, the most optimal results can be 

obtained [20-22]. 

In this study, an information-based ANN model developed through ten texture fea-

tures from the Grey, RGB, HSL, HSV, and L*a*b* colors space used to identify nitro-

gen content in Vernonia amygdalina. The ANN model is built with a feed-forward 

back-propagation neural network architecture. In the end, the topology structure of the 

ANN model that has the best performance is obtained which is seen through the param-

eters of the lowest Mean squared error (MSE) value and a coefficient of determination 

(R) that is high or close to 1 

2 Research Method 

This study used Vernonia amygdalina leaf that grows wild in the Malang area, East 

Java, Indonesia. The materials used for nitrogen measurement were K2SO4, CuSO4, 

H3BO3, NaOH, H2SO4, KCL, aqueous, BCG-MR indicator, ice cubes, as well as boil-

ing stones. The tool used for the acquisition of leaf imagery is a series of black boxes 

made of perforated L iron (Fig.1) and conditioned in a dark state covered with black 

cloth. On the Black Box is a Canon EOS 700D camera connected to the laptop. SPAD-

502 Plus is used to measure the chlorophyll value or the level of leaf greenness. The 

software used is windows 10 64-bit operating system, visual basic 6.0 for color-based 

image feature extract and texture analysis, Waikato Environment for Knowledge Anal-

ysis (WEKA) 3.9.6 used for feature selection, MatlabR2021a as a framework for de-

veloping ANN models and Microsoft Excel 2021. The tools used for nitrogen measure-

ment are a spatula, mortar, pestle, flask, kjeldahl, watch glass, electric stove, a series of 

distillation tools (heating mantle, condenser, pump, bucket hose), analytical balance 
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sheet, beaker glass, measuring cup, drip pipette, fume hood, Erlenmeyer, funnel, and 

burette. 

 Vernonia amygdalina was picked at 07.00 WIB to 08.00 WIB using plant scissors. 

The Vernonia amygdalina used as samples in this study were 3–4 most-ended leaves 

for young leaves, 3–4 base leaves that were included in the category of old leaves, and 

leaves that grew in the middle for mature leaves (between young and old leaves). At 

each development, leaves are plucked by 100 strands. The leaf imagery was taken 

through a digital camera assembled on a tripod on a modified set of tools and covered 

with a black cloth to prevent outside light from entering. The images obtained are in 

the form of Bitmap format and each image is cropped with a size of 600x600 pixels. 

Before the Vernonia amygdalina image feature is extracted, an augmentation treatment 

is given to add to the variety of cloudy photos to improve the learning model in artificial 

neural networks. Each leaf image was rotated at an angle of 0º, 90º, 180º, and 270º. 

 

 
(a) 

Fig 1. Image acquisition set-up 

 

In this study, the leaf image was transformed from the RGB color space to the HSV, 

HSL, L*a*b*, and gray systems. Then, a matrix co-occurrence is made for each color 

space, namely grey-GLCM, red CCM, green-CCM, blue-CCM, hue CCM, saturation 

(HSL) CCM, saturation (HSV) CCM, value CCM, lightness CCM, L* CCM, a* CCM, 

b* CCM. The final stage of this process is to use ten Haralick equations to calculate 

texture features as texture analysis. The ten texture features are entropy, energy, con-

trast, homogeneity, sum mean, variance, correlation, maximum probability, inverse dif-

ference moment, and cluster tendency. The value of the texture feature is obtained from 

the following calculations [23]: 

𝐸𝑛𝑒𝑟𝑔𝑦 =  ∑ ∑ 𝑃2𝑁
𝑗

𝑀
𝑖 [𝑖, 𝑗] (1) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  − ∑ ∑ 𝑃𝑁
𝑗

𝑀
𝐼 [𝑖, 𝑗] 𝑙𝑜𝑔 𝑃[𝑖, 𝑗] (2) 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  ∑ ∑ (𝑖 − 𝑗)2𝑁
𝑗 𝑃𝑀

𝑖 [𝑖, 𝑗] (3) 
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𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 =  ∑ ∑
𝑃[𝑖,𝑗]

1+|𝑖−𝑗|
𝑁
𝑗

𝑀
𝑖  (4) 

𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑀𝑜𝑚𝑒𝑛𝑡 =  ∑ ∑
𝑃[𝑖,𝑗]

|𝑖−𝑗|𝑘
𝑁
𝑗

𝑀
𝑖  (5) 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  ∑ ∑
(𝑖−𝜇)(𝑗−𝜇)𝑃[𝑖,𝑗]

𝜎2
𝑁
𝑗

𝑀
𝑖  (6) 

𝑆𝑢𝑚 𝑀𝑒𝑎𝑛 =  
1

2
∑ ∑ (𝑖𝑃[𝑖, 𝑗] + 𝑗𝑃[𝑖, 𝑗])𝑁

𝑗
𝑀
𝑖  (7) 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  
1

2
∑ ∑ ((𝑖 − 𝜇)2𝑃[𝑖, 𝑗] + (𝑗 − 𝜇)2𝑃[𝑖, 𝑗])𝑁

𝑗
𝑀
𝑖  (8) 

𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝑇𝑒𝑛𝑑𝑒𝑛𝑐𝑦 =  ∑ ∑ (𝑖 + 𝑗 − 2𝜇)𝑘𝑃𝑁
𝑗

𝑀
𝑖 [𝑖, 𝑗] (9) 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  𝑀𝑎𝑥𝑖,𝑗
𝑀,𝑁𝑃[𝑖, 𝑗] (10) 

 

where P (I,j) is the (I,j)th element of the normalized matrix of shared events, the μ and 

σ are the mean and standard deviation of the pixel element. All ten texture features were 

extracted at a distance (d=1) and an angle (θ = 0). 

 The chlorophyll content or the level of Vernonia amygdalina greenness was 

measured using the chlorophyll analyzer SPAD-502 Plus. For leaves that have a small 

size (usually young leaves), five to ten SPAD values are taken while for other leaf sizes 

15–20 SPAD values are taken. Then the average value of each measurement becomes 

the chlorophyll value or the level of leaf greenness. The measurement of nitrogen con-

tent of the leaves was measured using the Kjeldahl method. The measurement values 

of SPAD values and leaf nitrogen content are the dataset that will be predicted using 

ANN modeling [15, 24]. 

A total of 1200 images is divided into 75% as training data and 25% as validation 

data. Then, all data obtained were normalized in the ranges of -1 and 1, before conduct-

ing ANN modeling. In designing the best ANN topology structure, involves through 

sensitivity analysis that will evaluate how the parameters in the output layer respond to 

variations contained in the model-building components, such as learning functions, ac-

tivation functions, learning rate (lr), and momentum (mc) (0.1, 0.5, 0.9), the number of 

hidden layers (1;2) and the number of nodes (10, 20, 30, 40). There are 3 activation 

functions described in this study, namely, purelin, tansig, and logsig. The selection of 

the best performance is based on the lowest MSE (error) value and the highest deter-

minant coefficient (R) value. 
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3 Result and Discussion 

Fig. 2 shows the results of the digital image acquisition of Vernonia amygdalina leaves 

from various variations in leaf age. There are 8 texture and color features were selected, 

namely Light (LAB) Entropy, b*(LAB) Entropy, Green Correlation, Red Maximum 

Probability, Value Energy, Gray Correlation, Green Maximum Probability, and Red 

Correlation, which becomes data input that has a relationship with the nitrogen content 

of the leaves. The results obtained were used as datasets to build and train ANN models 

to identify nitrogen content in Vernonia amygdalina. 

 

   
(a) (b) (c) 

Fig 2. Example of Vernonia amygdalina leaves: (a) young leave; (b) mature leave; (c) old leave 

 
Table 1. Trial and error learning function 

Learning Function R Training 
R Valida-

tion 

MSE 

Training 

MSE  

Validation 

Traincgb (Conjugate Gradient Backpropa-
gation with Powell-Beale Restarts) 

0.98204 0.98791 0.0100 0.0937 

Traincgf (Conjugate Gradient Backpropa-

gation with Fletcher-Reeves Updates) 
0.97296 0.98689 0.0150 0.1068 

Traincgp (Conjugate Gradient Backpropa-
gation with Polak Ribiere Update) 

0.97692 0.9888 0.0127 0.0956 

Traingd (Gradient Descent Backpropaga-

tion) 
0.75573 0.98008 0.1198 0.1560 

Traingda (Gradient Descent with Adaptive 
Learning Rate Backpropagation) 

0.74262 0.97875 0.1254 0.1519 

Traingdm (Gradient Descent with Momen-

tum Backpropagation) 
0.76292 0.97987 0.1167 0.1490 

Traingdx (Gradient Descent with Momentum 
and Adaptive Learning Rate Backpropaga-

tion) 
0.7512 0.97916 0.1217 0.1452 

Trainlm (Lavenberg-Marquadt Backprop-

agation) 
0.98194 0.99073 0.0100 0.0793 

Trainoss (One-Step Secant Backpropaga-

tion) 
0.9754 0.9889 0.0136 0.0876 

Trainrp (Resilient Backpropagation) 0.96497 0.98664 0.0192 0.0990 

Trainscg (Scaled Conjugate Gradient Back-
propagation) 

0.98199 0.98617 0.0100 0.1048 
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 Table 1 shows the performance of the ANN models developed with 11 different 

learning functions. The lowest validation MSE value is generated using the Lavenberg-

Marquadt Backpropagation learning function or better known as the trainlm learning 

function. The trainlm algorithm is one of the Gauss-Newton-type method with optimi-

zation techniques that utilize the lowest drops for complex non-linear patterns [25]. In 

this study, the MSE of validation was 0.0793 and the value of the coefficient of deter-

mination was close to 1, namely, 0.99073. The tansig activation function was selected 

as a non-linear activation function on the first, second hidden layer and output layer by 

generating the lowest validation MSE value of 0.0793 and an R value of 0.99073 (Table 

2). The tansig activation function is a hyperbolic tangent transfer function associated 

with bipolar sigmoids that have an output value in the range between -1 to +1 [26]. In 

Table 3, the lowest validation MSE value of 0.0793 with two hidden layers. Hidden 

layers are other layers besides the output layer [27]. Choosing the right number of hid-

den layers must be performed to avoid overfitting and underfitting conditions. Overfit-

ting is a condition that occurs when a hidden layer has an enormous number compared 

to the complexity of the problem. An increase in the number of hidden layers will result 

in a gradual improvement in the performance of Back-propagation [28]. The selected 

ANN model is constructed with an 8-30-40-2 topology structure, which can be seen in 

Fig. 3. 

 
Table 2. Trial and error activation function 

Learning 

Function 

Activation Function 
R  

Training 

R  

Validation 

MSE 

Training 

MSE  

Validation Hidden  

Layer 1 

Hidden  

Layer 2 

Output  

Layer 

Trainlm 

Tansig Tansig Purelin 0.98224 0.98512 0.0098 0.1425 

Tansig Tansig Tansig 0.98194 0.99073 0.0100 0.0793 

Tansig Tansig Logsig 0.81581 0.97249 0.1884 0.2693 

Logsig Logsig Purelin 0.98233 0.98837 0.0098 0.1136 

Logsig Logsig Tansig 0.98246 0.98727 0.0097 0.1078 

Logsig Logsig Logsig 0.84622 0.97292 0.1832 0.2556 

 
Table 3. Trial and error ANN topology 

Learning 

Rate 
Momentum ANN Topology 

R  

Training 

R  

Validation 

MSE  

Training 

MSE  

Validation 

0.1 

0.5 

8-30-2 0.98202 0.984 0.0100 0.1312 

8-40-2 0.9823 0.98449 0.0099 0.1171 

8-30-30-2 0.98217 0.9852 0.0099 0.1129 

8-30-40-2 0.98194 0.99073 0.0100 0.0793 

8-40-40-2 0.98246 0.98841 0.0097 0.0875 

0.9 

8-30-2 0.98197 0.97992 0.0100 0.1492 

8-40-2 0.98206 0.98344 0.0100 0.1215 

8-30-30-2 0.9821 0.98903 0.0099 0.0816 

8-30-40-2 0.98245 0.98799 0.0097 0.0950 

8-40-40-2 0.98207 0.98738 0.0100 0.1029 
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Fig 3. ANN Model 

 

 
  

(a) (b) (c) 

Fig 4. Performance of ANN model: (a) Back-propagation Neural Network learning process on training data set; (b) 

Result regression plot for training; (c) Result in regression plot for validation 
 

Based on the squared error mean shown in Fig. 4(a), the best training performance 

was achieved at the 103rd epoch, with an MSE parameter performance value of 

0.0099939. In the development of this ANN model, the maximum number of epochs is 

10000 with a goal of 0.01, meaning that training will stop after 10000 epochs or when 

the goal value of 0.01 has been achieved. Fig. 4(a) shows the regression plot on training 

simulation and validation simulation Fig. 4(b). The distribution of data getting closer 

to the linear line of conformity indicates that the prediction is getting closer to the actual 

value. As the R-value in the simulation validation data is close to 1, which is 0.99073, 

this shows that the model has good performance. Based on the results of this study, an 

R-value that close to 1, shows that there is a relationship between the data on the texture 

characteristics of the color space in the Vernonia amygdalina leaf image, namely, Light 

(LAB) Entropy, b*(LAB) Entropy, Green Correlation, Red Maximum Probability, 
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Value Energy, Gray Correlation, Green Maximum Probability, and Red Correlation to 

SPAD values with leaf nitrogen content of Vernonia amygdalina. 

4 Result and Discussion 

The best ANN model to predicting of nitrogen content using the 8-30-40-2 topology (8 

inputs, 30 nodes in the first hidden layer, 40 nodes in the 2nd hidden layer, 2 outputs) 

with a learning rate parameter of 0.1 and a momentum of 0.5, learning functions 

trainlm, the function of activating tension on the hidden layer and output layer. The 

selected ANN model generates an MSE training value of 0.0100; MSE validation 

0.0793 with a value of R training 0.98194; Validation R value of 0.99073. These results 

indicate that digital image processing with the development of the ANN model has the 

potential as a sensor to detect nitrogen content in Vernonia amygdalina. 
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