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Abstract. Mango is a climacteric fruit with high transpiration activity when it 

reaches physiological maturity due to ethylene gas production. As a result, the 

quality of mangoes varies from day to day. Mango quality can be determined 

non-destructively by using gas sensors and machine learning to detect the gas 

produced. However, the classification accuracy remains low. Therefore, the aim 

of this study was to determine the type of gas sensor, the combination of gas 

sensors, and the combination of gas sensors and classification algorithms in de-

termining the quality of mangoes. The gas sensors employed are TGS 2600, 

MQ3, MQ2, MQ4, and MQ8. While the classification algorithms are Logistic 

Regression (LR), Decision Tree (DT), Random Forest (RF), Support Vector Ma-

chine (SVM), and K-Nearest Neighbor (KNN). The results demonstrate that 

when paired with the SVM and KNN algorithms, the TGS 2600 sensor provided 

the best mango fruit quality classification results. Meanwhile, KNN's classifica-

tion method outperforms SVM. 
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1 INTRODUCTION 

Mango (Mangifera indica L.) is a climacteric fruit. When it reaches a mature condition, 

the transpiration activity of mangoes increases every day. This certainly causes the 

quality of mangoes, when stored, to change every day [1], due to the increase in eth-

ylene gas commonly produced by fruit, including mangoes [2], [3]. Numerous studies 

on determining climacteric fruit quality using non-destructive techniques have been 

conducted to determine and maintain fruit quality when kept. The quality of climacteric 

fruits such apples [2]–[4], bananas [5]–[7], tomatoes [6], and mangoes[1], [7], [8] has 

been the subject of numerous prior investigations. Non-destructive techniques include 

identifying the quality of fruit based on its physical characteristics using digital image 
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processing [3], [9]–[12] and based on its chemical characteristics using gas sensors [4], 

[13]–[15]. 

Fruit gas can be used to detect fruit quality faster, and it is also less expensive and 

easier to implement [6]. However, using gas produced by fruits has not provided better 

detection results than image processing [16]. The type of gas sensor used, the combi-

nation of gas sensor arrays, and the machine learning classification algorithm used can 

all contribute to this. Several types of gas sensors have been implemented, including 

ethylene gas sensors [13], the MQ-x family [4], and the TGS-x family [8], [15]. Artifi-

cial neural networks (ANN), Principal Component Analysis (PCA), and linear discri-

minant analysis (LDA) are the algorithms that have been used [15]. There are numerous 

other machine learning methods used in agriculture for classification, including Linear 

Regression, Logistic Regression, Decision Tree, Support Vector Machine (SVM), Nave 

Bayes, K Nearest Neighbor (KNN), and Random Forest [17]. 

The purpose of this research is to determine the type of gas sensor, the combination 

of gas sensors, and the combination of gas sensors and classification algorithms in de-

tecting the quality of mango fruit. The gas sensors used are from the MQ-x and TGS-x 

families. 

2 PROPOSED METHOD  

2.1 Method 

The stages of this research were followed, as illustrated in Fig. 1. The subject of the 

investigation was 40 mangoes. Mangoes are kept at room temperature in an open loca-

tion. The mango fruit was just halfway ripe on the first day of storage. The fruit is kept 

for a week. The fruit was examined in a lab on the eighth day to determine whether the 

pulp was good (positive, 1) or damaged (negative, 0). Every day, a gas sensor built 

inside an Arduino Mega 2560 is used to capture the gas data produced by each mango. 

The TGS 2600, MQ3, MQ2, MQ4, and MQ8 sensors are employed. The sensor and 

mango samples were placed in a customized container. This container is designed to 

hold mango fruit gas when it is filled and to ensure that clean air is only measured 

before the sensor is used again when it is empty. Fig. 2 depicts the tool series' organi-

zational structure. Table 1 provides more information about the items and instruments 

utilized in this investigation. 
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Fig. 1. Flowchart of proposed method. 

 

 

 

 
 

(a) (b) 

Fig. 2. (a) Schematic of research tool integration with five gas sensors and (b) Assembly Research 

tool with five sensors with gas trap container. 

Recording Gas 
Dataset (ADC)

Cleaning Gas 
Dataset (ADC)

Normalizing and 
Converting ADC to 

ppm

Implementing 
Machine Learning 

Classification 
Algorithm on each 
one sensor dataset

Evaluate The 
Result

Select Best Sensor 
and Best Machine 

Learning 
Classification 

Algorithm

Combine Selected 
Sensor and  
Algorithm

Evaluate The 
Combination Result

132             J. Sumarsono et al.



 

Table 1. Research tools and object 

No Name Quantity Specification 

1 Gas Sensors: 

TGS 2600 

MQ3 

MQ4 

MQ2 

MQ8 

 

1 

1 

1 

1 

1 

 

1 ~ 30 ppm (Hydrogen) 

25 to 500 ppm (Ethanol) 

300～10000 ppm (Methane) 

300～10000 ppm (LPG, alcohol) 

100～1000 ppm (Hydrogen) 

2 Microcontroller 1 Arduino Mega 2560 

3 Power source 1 5 V DC 

4 PC Desktop 1 Intel core i5 

5 Data logger 1 PuTTY 

6 Programming Language  Python 

7 Mango 40 Half-ripped 

2.2 Recording Gas Dataset 

Determine the gas sensor set point value is the first of two recording steps. The gas 

sensor measured the clean air in the gas trap container while it was empty for five 

minutes before recording the set point value. Out of the whole measuring period of five 

minutes, only one minute is used. The average set point value for each gas sensor is 

based on the steady state duration of 1 minute. Table 2 displays the data set points for 

each sensor. 

Table 2. Average ADC measured as set point of sensor gasses 

Variables 
Sensors 

TGS 2600 MQ3 MQ4 MQ2 MQ8 

Average ADCmeasured Value 70 120 190 200 95 

 

The second step is the recording of mango fruit gas data. The mango fruit was kept 

in an open area for seven days straight during this method. For around three minutes, 

each mango sample was tested for gas. The gas recording log file is an ADC value.csv 

file that was created with the PuTTY program. Table III displays the findings from the 

mango fruit gas data recording log file. Incomplete or missing recordings at specific 

times are indications of a recording error in raw data. Both when the sensor has stopped 

recording and when it first detects gas by mango are during this condition. 

Consequently, a data cleaning procedure needs to be performed. 
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Table 3. Mango fruit gas measurement data log sample 35th day 7 

No 
=~=~=~=~=~=~=~=~=~= PuTTY log 2021.09.24 14:58:08 

=~=~=~=~=~=~=~=~=~ 

1 T MQ-8= 99     

2 TGS2600= 74  MQ-3= 119  MQ-4= 185  MQ-2= 215  MQ-8= 99   

3 TGS2600 

4 TGS2600= 74  MQ-3= 118  MQ-4= 183  MQ-2= 215  MQ-8= 99   

5 TGS2600= 74  MQ-3= 119  MQ-4= 185  MQ-2= 215  MQ-8= 99   

6 TGS2600TGS2600= 73  MQ-3= 120  MQ-4= 188  MQ-2= 215  MQ-8= 101   

7 TGS2600= 74  MQ-3= 121  MQ-4= 188  MQ-2= 216  MQ-8= 101   

8 TGS2600= 72  MQ-3= 120  MQ-4= 187  MQ-2= 215  MQ-8= 100     

. 

. 

. 

… 

… 

… 

302 TGS2600= 77  MQ-3= 143  MQ-4= 205  MQ-2= 232  MQ-8= 111   

303 TGS2600= 77  MQ-3= 144  MQ-4= 206  MQ-2= 234  MQ-8= 113     

304 TGS2600= 77  MQ-3= 143  MQ-4= 206  MQ-2= 234  MQ-8= 112     

305 TGS2600= 77  MQ-3= 143  MQ-4= 205  MQ-2= 233  MQ-8= 112   

306 TGS2600= 77  MQ-3= 144  MQ-4= 206  MQ-2= 234  MQ-8= 112   

307 TGS2600= 0  MQ-3= 0  MQ-4= 0  MQ-2= 0  MQ-8= 0   

308 TGS2600= 0  MQ-3= 0  MQ-4= 0  MQ-2= 0  MQ-8= 0   

309 T   

 

The mangoes were subjected to laboratory tests on the eighth day to assess their 

condition after seven days of storage. Mango is covered to reveal if it is in good (1) or 

damaged (0) . According to the lab test results, 19 mangoes were discovered to be in 

good (1) condition, while the remaining 21 were damaged (0). This mango appears to 

have significant damage that extends from the skin to the flesh. 

2.3 Cleaning Gas Dataset 

Reading the gas recording data log file is the first step in the data cleaning process. 

Next, the data is categorized according to the sensor, specifically the tgs26, mq3, mq4, 

mq2, and mq8. The result is a new table with dimensions M x N, where M is the number 

of data rows and N is the number of columns. Table 4 displays the outcomes of the 

sample data cleaning. 

Table 4. ADC measurement data of cleaning results  

Index tgs26 mq3 mq4 mq2 mq8 

1 96 271 277 199 166 

2 98 302 312 200 208 

3 96 271 277 199 166 

4 98 302 312 200 208 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

314 260 512 549 284 390 
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Index tgs26 mq3 mq4 mq2 mq8 

315 259 507 548 283 389 

316 259 506 547 284 390 

317 260 507 551 284 392 

 

Fig. 3 displays the graph of the measured ADC data following the cleaning proce-

dure. There was a rise in the measured ADC data at the beginning of the recording, and 

then, after some time, it reached a steady state. The graph demonstrates that none of the 

sensors' measured ADC values start at zero at the beginning. Processes for normaliza-

tion and data conversion are therefore required. 

 

 

Fig. 3. Sample of ADC measured after data cleaning 

2.4 Normalizing and Converting Gas Dataset 

Normalization aims to make the initial value of each measured sensor is 0. Normal-

ization is done by subtracting all measured ADC values with set point values using 

Equation (1). Then the calculation result of Equation (1) is reduced by its own minimum 

value using Equation (2). 

𝑑𝐴𝐷𝐶 = 𝐴𝐷𝐶𝑡 − 𝑆𝑃𝑠𝑠𝑟   (1) 

∆𝐴𝐷𝐶 = 𝑑𝐴𝐷𝐶 −𝑚𝑖𝑛⁡(𝑑𝐴𝐷𝐶)  (2) 

Data conversion is carried out to obtain the ppm value of each measured ADC value. 

The data needed to perform the conversion is the measurement range of each sensor, 

the set point, the measured ADC value, the ADC 1023 scale, the maximum input volt-

age Vmax 5 V, and the DAC value [1][1]. The DAC value is obtained using the fol-

lowing equation (3): 
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𝐷𝐴𝐶 = ⁡
𝐴𝐷𝐶⁡𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

1024
𝑥𝑉𝑚𝑎𝑘𝑠  (3) 

The DAC value is then converted to ppm using Equation (4). The results of normal-

izing the measured ADC data and conversion to ppm values are shown in Fig. 4. 

𝑝𝑝𝑚𝑠𝑠𝑟 =
𝑟𝑎𝑛𝑔𝑒𝑚𝑎𝑥_𝑠𝑠𝑟 − 𝑟𝑎𝑛𝑔𝑒𝑚𝑖𝑛⁡_𝑠𝑠𝑟

𝑉𝑚𝑎𝑘𝑠
⁡𝑥𝐷𝐴𝐶  (4) 

 

 

 

  
(a) (b) 

Fig. 4. (a) Sample of ADC measured normalized day 1, (b) Sample of ppm value conversion day 

1 

2.5 Machine Learning Algorithm 

The machine learning classification techniques employed in this work are Logistic Re-

gression (LR), Decision Tree (DT), Random Forest (RF), Support Vector Machine 

(SVM), and K-Nearest Neighbor (KNN). In the learning process, 80% of the training 

dataset is used, the remaining 20% is used as the test dataset. 

Logistic Regression (LR). Logistic regression is a data analysis technique that employs 

mathematics to determine the relationship between two data factors. Then, based on the 

other factors, use this relationship to predict the value of one of these factors. Logistic 

regression employs the logistic function, also known as the logit function in mathemat-

ics as the equation between x and y. The logit function converts y to x's sigmoid func-

tion. This algorithm is powerful to be implemented in agriculture and horticulture re-

search [18]. 

Decision Tree (DT). Decision Tree algorithm is a supervised learning algorithm. The 

decision tree technique, in contrast to other supervised learning methods, is capable of 

handling both classification and regression issues. By learning straightforward decision 

rules derived from previous data, a Decision Tree is used to build a training model that 
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may be used to predict the class or value of the target variable (training data). In deci-

sion trees, we begin at the tree's root when anticipating a record's class label. We con-

trast the root attribute's values with that of the attribute on the record. We follow the 

branch that corresponds to that value and go on to the next node based on the compar-

ison[19]. 

Random Forest (RT). A series of decision trees are produced by Random Forest clas-

sifiers, each of which is constructed using a vector that is generated randomly but uni-

formly across all trees. After producing a sizable number of trees, each one votes for 

the class that it thinks is the most popular, and the final model classifies according to 

the class that received the most votes. This classifier's ability to prevent overfitting due 

to the large numbers law is an intriguing feature[19], [20]. 

Support Vector Machine (SVM). A binary classifier called SVM looks for linear hy-

perplanes that maximize class separation. By transforming the data into a higher-di-

mensional space and locating a separable hyperplane across classes, SVM replicates 

decision boundaries between classes. SVM is a binary classifier, hence, to use it for 

multiclass classifications, multiple classifiers must be constructed and combined. We 

used the LIBSVM library provided by python [11]. 

K-Nearest Neighbours (KNN). KNN is a supervised algorithm that classifies the re-

sults of a new query instance based on the majority of the categories in the KNN. The 

goal of this algorithm is to classify new objects based on attributes and training samples. 

KNN keeps track of all the cases and uses a similarity metric to classify new cases [21]. 

2.6 Evaluation 

System performance indicators including accuracy, precision, sensitivity, and specific-

ity are employed for evaluation since it is crucial. The matrix, which is a confusion 

matrix, generates four indications: true positives (TP), true negatives (TN), false posi-

tives (FP), and false negatives (FN). According to [8], [15], TP represents the propor-

tion of normal samples that were correctly detected, TN represents the proportion of 

defective samples that were correctly detected, FP represents the proportion of normal 

samples that were incorrectly detected, and FN represents the proportion of faulty sam-

ples that were incorrectly detected. Fig. 5 shows the confusion matrix's shape. 
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Fig. 5. Confusion matrix 

Each value in the confusion matrix above is used to determine the following Accu-

racy (Acc), Precision (Pr), Sensitivity (Se), and Specificity (Sp) values: 

𝐴𝑐𝑐 = ⁡
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

(5) 

𝑃𝑟 = ⁡
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(6) 

𝑆𝑒 = ⁡
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(7) 

𝑆𝑝 = ⁡
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 

(8) 

In this study Acc shows the overall performance of the model. Pr, is the ratio of 

predicted good fruit compared to the overall yield predicted as good fruit. Se, refers to 

the performance of the model to correctly detect good fruit samples. Sp, refers to the 

performance of the model to correctly detect samples of damaged fruit. 

2.7 Selecting Sensor Combination  

After examining the results of mango categorization based on the average accuracy 

value, the optimal sensor and algorithm are chosen. In the following phase, the most 

accurate sensors and algorithms will be employed. While the algorithm's accuracy limit 

is the best two, the sensor's accuracy limit is the best three. The two best classification 

algorithms are also used to reclassify a group of sensors that includes two and three 

sensors.   

138             J. Sumarsono et al.



3 RESULT AND DISCUSSION  

Table 5 displays the test results for the classification of mango quality using Logistic 

Regression (LR), Decision Tree (DT), Random Forest (RF), Support Vector Machine 

(SVM), and K-Nearest Neighbours (KNN) classifiers.  

Table 5. Evaluation of all sensors  

No Classifier 
Accuracy (Acc. %) Average 

Classifier 

Acc. TGS MQ3 MQ4 MQ2 MQ8 

1 LR 62.5 75.0 62.5 62.5 75.0 67.5 

2 DT 62.5 75.0 62.5 62.5 75.0 67.5 

3 RF 75.0 75.0 62.5 50.0 62.5 65.0 

4 SVM 100 75.0 75.0 75.0 75.0 80.0 

5 KNN 87.5 75.0 87.5 87.5 75.0 82.5 

Av. Sensors Acc. 77.5 75.0 70.0 67.5 72.5  

The average classification accuracy performance of the TGS sensor is 77.5%, fol-

lowed by MQ3 at 75%, MQ8 at 72.5%, MQ4 at 70%, and MQ2 at 67.5%. In the mean-

time, KNN, SVM, LR, DT, and RF all received 67.5% average accuracy for the classi-

fication algorithm, with KNN achieving the greatest average accuracy at 82.5%. As a 

result, the KNN and SVM classifiers will be employed in conjunction with the TGS 

2600, MQ3, and MQ8 sensors for the following stage. 

The sensor and classifier combination consists of one sensor, two sensors, and three 

sensors. As a result, the sensor combinations will be TGS, MQ3, MQ8, TGS+MQ3, 

TGS+MQ8, MQ3+MQ8, and TGS+MQ3+MQ8. Table 6 shows the results of the learn-

ing evaluation of each of these combinations as a confusion matrix, and table 7 shows 

the performance evaluation.  

Table 6. The confussion matrix of combination of selected sensors and classifier  

Classifier 
 TGS MQ3 MQ8 

TGS+ 

MQ3 

TGS+ 

MQ8 

MQ3+ 

MQ8 

TGS+ 

MQ3+ 

MQ8 

 P N P N P N P N P N P N P N 

SVM 
P 4 0 2 2 2 2 2 2 2 2 2 2 2 2 

N 0 4 0 4 0 4 0 4 0 4 0 4 0 4 

KNN 
P 3 1 3 1 2 2 3 1 2 2 3 1 3 1 

N 0 4 1 3 0 4 1 3 0 4 0 4 0 4 

It can be concluded that the combination of a single sensor, the TGS 2600, and the 

two selected classification algorithms, SVM and KNN, provides the highest accuracy, 

by 100% and 87.5%, respectively. Meanwhile, the MQ3 and MQ8 sensors both have a 

75% accuracy. The MQ3 + MQ8 sensor and the KNN classifier achieve the highest 

accuracy of 87.5% in classifying the quality of mango fruit using a combination of two 

sensors. The combination of two other sensors, which use SVM and KNN, provides an 

The Best Combination of Gas Sensor and Machine Learning Classification Algorithm 139



accuracy of 75%. Finally, by combining three sensors, the KNN classifier outperforms 

the SVM classifier by 87.5%. As a result, when used independently, the TGS 2600 

sensor achieves the best results. In terms of classification, KNN outperforms SVM in 

classifying mango quality. 

The Precision (Pr) system demonstrates the ability of a combination of sensors and 

classifiers to detect ripe (good) fruit. The combination of TGS and SVM provides the 

best precision of 100%, while TGS and KNN provides a precision of 75%. When com-

paring the average precision performance of all sensor combinations with classifiers, 

KNN still outperforms SVM. In terms of the system's Sensitivity (Se) performance in 

detecting good condition fruit, the SVM classifier outperforms the KNN for all sensor 

combinations. Finally, in terms of detecting the damaged condition, Specificity (Sp), 

the performance of the combination of TGS with SVM outperforms that of TGS with 

KNN. However, when the average performance of the Specificity (Sp) of all sensor 

combinations with classifiers is considered, KNN outperforms SVM. 

Table 7. Performance evaluation of combination of selected sensors and classifier 

Clas-

sifier 

Cri-

teria 

Sensors Performance (%) Av.Clas

sifier 

Perfor-

mance 
TGS MQ3 MQ8 

TGS+

MQ3 

TGS+

MQ8 

MQ3+

MQ8 

TGS+MQ3

+MQ8 

SVM 

Acc 100 75.0 75.0 75.0 75.0 75.0 75.0 78.6 

Pr 100 50.0 50.0 50.0 50.0 50.0 50.0 57.1 

Se 100 100 100 100 100 100 100 100 

Sp 100 66.7 66.7 66.7 66.7 66.7 66.7 71.4 

KNN 

Acc 87.5 75.0 75.0 75.0 75.0 87.5 87.5 80.4 

Pr 75.0 75.0 50.0 75.0 50.0 75.0 75.0 67.9 

Se 100 75.0 100 75.0 100 100 100 92.9 

Sp 80.0 75.0 66.7 75.0 66.7 80.0 80.0 74.8 

4 CONCLUSION 

According to the findings of the research, only the TGS 2600 sensor combined with the 

SVM and KNN classifiers can provide the best mango quality classification accuracy. 

Meanwhile, KNN outperforms SVM in terms of classifier performance. By combining 

sensors and increasing the number of sensors, the overall system performance in de-

tecting mango fruit quality can be reduced. 
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