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Abstract. AbstractCustomer segmentation can divide the existing customers of 
an enterprise into different customer groups according to certain standards, and 
the research on customer segmentation based on customer value has important 
theoretical and practical significance. Based on the huge customer data 
accumulated by freight railways, a customer value segmentation model based on 
improved K-Means algorithm is proposed. Firstly, the dimensions and indicators 
of customer segmentation are determined, and then the K-Means algorithm is 
designed and improved based on the customer segmentation framework. 
Experiments show that the model has good classification effect, and it has 
obvious practical significance to apply it to railway freight marketing. 
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1 Introduction 

There are many types of railway freight customers with complex needs, and there are 
uneven distribution and waste of freight resources, which is at a disadvantage in the 
increasingly mature and competitive freight market and the market share. The customer 
is an important resource of the enterprise. Therefore, if an enterprise wants to obtain 
sufficient benefits, it must conduct effective difference analysis on customers based on 
factors such as customer attributes, behaviors, needs, preferences, and values, and 
provide targeted services and marketing models according to differences, so as to 
realize the maximization of customer resource value and enterprise profit [1]. 

The current railway freight system has accumulated a large amount of customer data, 
but there is no clear data classification method. Establish a three-dimensional 
segmentation model, and propose a railway customer segmentation method based on 
the customer's current value, potential value and product matching degree. The 
improved K-Means algorithm is used to segment customers, and the transportation 
resources are allocated according to the level of freight customers, which provides a 
theoretical method for realizing the rational allocation of enterprise resources [2]. 
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2 Customer value segmentation model based on improved k-

means algorithm 

2.1 Customer value analysis of railway freight transportation 

At present, the widely used customer value classification model has developed from a 
single-dimensional model based on customer lifetime value to a two-dimensional 
model based on current value and potential value to calculate customer life cycle value 
[3]. For the measurement of current value, the net present value of customers' past profit 
contribution is often used as the evaluation index; The selection of potential value 
measurement indicators is different, and two measurement variables are often used, on 
the one hand, the present value of future expected profits, and on the other hand, the 
ripple effect brought by customer loyalty, such as word-of-mouth publicity, repeated 
purchases, and expenditure ratio [4]. Considering the characteristics of rapid changes 
in the transportation market, fierce competition, and large choice of transportation 
modes for customers, the customer segmentation model should also consider the 
customer's product matching degree, and establish the railway customer segmentation 
index system by using the three-dimensional variables of current value, potential value 
and product matching degree [5]. The railway customer segmentation index system is 
shown in Figure 1: 
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Fig. 1. Customer value evaluation index system 

2.1.1 Customer current value analysis.  
The current value of railway customers refers to the contribution of customers' 

historical transportation behavior to railway revenue, which can be measured by two 
indicators: income contribution and task contribution. 
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 Income contribution. Combined with the railway operation, it mainly comes from 
the railway transportation cost in the basic information table and billing information 
table of the freight ticket system. Transportation expenses here refer to freight in a 
broad sense, including freight and miscellaneous fees, quoted amount, insurance 
amount, transportation expenses, etc., which can truly reflect the freight income 
brought by customers. The Invoive revenue is used as the reference factor of income 
contribution index. 

 Task contribution. It mainly includes the variable cost caused by customers' 
transportation behavior. As an important means of railway operation management, 
railway operation index reflects the quality of railway operation. The customer's 
loading number and tonnage are used as the reference factors of customer's task 
contribution index. 

2.1.2 Customer potential value analysis.  
Customer potential value refers to the value and profit that customers may bring to 

enterprises in the future economic behavior during the railway operation. The potential 
value of customers is a future-oriented economic behavior. The potential value of 
freight railway customers can be analyzed from three aspects: growth, honesty and 
loyalty. 

 Growth. Growth represents the improvement ability of customers' freight demand 
and the embodiment of customers' own development potential. The reference factors 
of growth indicators include the year-on-year growth of demand and the year-on-
year demand growth rate. 

 Honesty. Honesty is an important index to measure the potential value of customers, 
which directly affects the risk of railway freight transactions. By analyzing the 
customer's economic behavior, the cash rate of car invitation and the unsubscribe 
rate are used as indicators to measure the customer's integrity. 

 Loyalty. Loyalty refers to the dependence and specificity of railway customers on 
railway freight, and there is a positive correlation between dependence and loyalty. 
Customer loyalty evaluation indicators mainly include delivery frequency and 
customer age. Delivery frequency can effectively indicate the frequency of 
customers using railway transportation, and it is the core index to evaluate customer 
loyalty. Passenger age is also an important indicator reflecting the degree of 
customer dependence on railway transportation. 

2.1.3 Product matching degree analysis.  
The main factors that affect the choice of transportation mode are: transportation 

time, transportation cost, transportation capacity, transportation reliability, 
transportation safety and accessibility. Therefore, transportation distance, 
transportation time and railway transportation ratio are mainly selected as the analysis 
indexes of product matching degree. 
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2.2 Improved k-means algorithm.  

At present, customer segmentation mainly adopts classification technology and 
clustering technology. Clustering technology can subdivide railway freight customers 
into different categories without customer category identification in the railway freight 
database, and maximize the differences between different categories of customers, so 
this paper chooses clustering technology to subdivide existing railway freight 
customers. 

K-Means algorithm is a very classic distance-based partition clustering algorithm, 
which can effectively aggregate objects with similar distance into a group and keep the 
distance between different groups as large as possible. The core problem of K-Means 
algorithm is how to measure the distance between samples and how to cluster them. 

In order to effectively evaluate the differences between sample data, the K-Means 
algorithm regards the sample containing n variables as a point in the n-dimensional 
space, and judges the similarity of the sample by calculating the spatial distance 
between points. Because the sample data variables analyzed by the K-Means algorithm 
are all in numerical form, the distance between different points can be measured by 
Euclidean distance. Assuming that X and Y are sample data containing n variables, the 
Euclidean distance between X and Y is the square root of the sum of squares of the 
differences between the values of n variables, and the calculation formula is: 

𝑑ሺ𝑥, 𝑦ሻ ൌ ඩ෍ሺ𝑥௜ െ 𝑦௜ሻଶ

ே

௜ୀଵ

, 

 

(1) 

The disadvantage of distance formula method is that Euclidean distance treats the 
differences between different attributes in data set equally, and the contributions of 
each attribute to Euclidean distance are the same, while the contributions of attributes 
with small differences to Euclidean distance are very small, Euclidean distance often 
cannot meet the needs of the actual situation. Therefore, the traditional K-Means 
algorithm is improved based on the identification and processing of outliers [6]. 

1.Screening outliers. 
Si represents the sum of the distances between point I and other points: 
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Where Xik and Xjk respectively represent the coordinate values of two points. V 
represents the average sum of distances between point I and other points: 
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(3) 

Where n is the dimensionality of the D-bit data of the sample data. For each data 
point I, firstly, the sum of the distance Si and sum of average distance V is calculated, 
and α are the distance adjustment factors, which are determined to be 1.05 by 
calculation, that is, when the average distance of a point from the population data to be 
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clustered is 1.05 times, it is considered as an isolated point and screened out from the 
initial sample. 

2.Dealing with isolated points. 
Because the contribution of attributes with small dissimilarity to Euclidean distance 

is very small, it is not possible to judge that isolated points belong to dirty data only by 
distance and delete them directly. Therefore, we should judge the isolated points 
according to their similarity with the cluster, and the similarity can be measured by 
variance. If the variance within the cluster is larger, the similarity within the cluster is 
smaller. The smaller the variance within the cluster, the greater the similarity within 
the cluster[7]. 

The variance Dk of class k is expressed as: 

 𝐷௞
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Where Ak represents the space formed by data set X within class K; X represents the 
data set of class k; Xj represents the value of the data point on the variable j; Nsk 
represents the number of data sets in class k, and 𝐶௝

௞ represents the value of the center 
point of k on variable J. Calculate the relative distance between the centers in each 
cluster of each isolated point, which is expressed as: 

𝑑ଶሺ𝑖, 𝑘ሻ ൌ 𝐷௞
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Calculate the relative distance between the centers in each cluster of each isolated 
point, and assign the isolated point to the nearest cluster. If the SSE after adding the 
isolated point is greater than that before adding the isolated point, the isolated point 
will be abandoned, otherwise, assign the isolated point to the cluster. 

2.3 Experimental analysis.  

Select some customer data of a railway bureau in November 2022, and the data comes 
from the railway freight ticket system. Because most railway business systems are 
electronic, the original customer data is relatively complete, which can basically meet 
the requirements of customer segmentation [8]. However, due to the different data rules 
and business parameters of each business system, there are differences and repetitions 
among various customer data sources, and some noises and missing data need to be 
preprocessed. The preprocessing methods used include data integration, data cleaning 
and data conversion. 

The preprocessed 3,279 pieces of customer data are classified in three dimensions: 
current value, potential value and product matching degree, and the results are shown 
in Table 1. 

Table 1. Customer value segmentation results 

Field name Classification 1 Classification 2 

Invoice revenue 237850.35 801271.10 
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Loading number 36.43 188.95 
Loading tonnage 2815.65 12662.80 

Year-on-year growth of 
demand 

8.24 23.58 

Year-on-year demand 
growth rate 

12.63% 7.88% 

Cash rate of car invitation 98.26% 94.18% 
Unsubscribe rate 1.71% 0.82% 

Delivery frequency 77.38 183.74 
Customer age 2.52 7.43 

Transportation distance 521.60 1832.21 
Transportation time 3.51 8.79 

Railway transportation ratio 62.87% 84.39% 

 
Based on the customer value classification results of the three variables of current 

value, potential value and product matching degree, and using the SQL statement to 
write a customer type discrimination statement to determine the segmentation type of 
each customer, customers can be divided into eight types: high present value-high 
potential value-high matching degree (Class I), low present value-high potential value-
high matching degree (Class II), low present value-high potential value-low matching 
degree (Class III), high present value-high potential value-low matching degree (Class 
IV), high present value-low potential value-high matching degree (Class V), low 
present value-low potential value-high matching degree (Class VI), low present value-
low potential value-low matching degree (Class VII), high present value-low potential 
value-low matching degree (Class VIII). A total of 278 cases of Class I customers were 
obtained, accounting for 8.48%. There were 221 customers of Class II, accounting for 
6.74%. There were 336 customers in Class III, accounting for 10.28%. There were 367 
customers in Class IV, accounting for 11.19%. There were 417 customers in Class V, 
accounting for 12.72%. There were 438 customers in Class VI, accounting for 13.36%. 
There were 493 customers in Class VII, accounting for 15.06%. There were 729 
customers in Class VIII, accounting for 22.23%. Customer Dimension Classification 
Results is shown in Figure 2: 
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Fig. 2. Customer dimension classification diagram 
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Based on the segmentation results of railway freight customers, different types of 
customers have different characteristics. For example, Customers with high present 
value-high potential value-high matching degree (Class I) have the highest customer 
value, make great contributions to the railway revenue, and have the potential to 
continue to bring huge benefits to the railway. Railways can tilt important 
transportation resources to this kind of customers, give priority to meeting the capacity 
needs of this customer group [9]. However, customers with low present value-low 
potential value-low matching degree (Class VII) can bring little income to the railway 
now and in the future, and occupy the development and maintenance expenses of the 
enterprise, so they belong to the "eliminated customers" of the railway, and the resource 
investment for such customers should be reduced [10]. 

3 Conclusion 

Based on the improved K-Means algorithm, the customer segmentation model of 
freight railway determines the customer classification comprehensively and carefully 
from a three-dimensional perspective, which provides reference for the railway freight 
department to distinguish customer categories and provide differentiated and targeted 
services for customers, so as to improve the competitiveness and market share of 
railway freight. 
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medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If
material is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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