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Abstract. With the rapid development of auto loan and serious credit problems 
exposed in the industry, auto loan default situation needs to be improved. Based 
on the customer data provided by a car loan platform, the paper studies the prob-
lem of vehicle loan default prediction. Firstly, the data is preprocessed, and then 
the processed data is used to build logistic regression, random forest, XGBoost 
and LightGBM models to predict whether the vehicle loan defaults, respectively. 
Secondly, the above single models are fused in turn and forecasted again. The 
results show that compared with a single model, the Stacking model has higher 
accuracy. Comparing the forecasting effects of the fusion models, it was found 
that the forecasting effect of LR-Stacking model was the best, with the ac-curacy 
of 83.62%. 
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1 Introduction 

The small and scattered auto loan business has great development prospects due to its 
advantages of low entry threshold, low borrowing amount, high liquidity and short 
term, but due to the lack of risk prevention work, the non-performing loan rate of the 
industry remains high.  

At present, scholars at home and abroad have carried out a lot of research on the 
application of machine learning in credit. Liu etal.（2016） established models such 
as decision tree, logistic regression, random forest and BP neural network to predict the 
loan default of automobile credit data of commercial banks, and found that the logistic 
regression model performed best. [1] Shu etal.（2017） used binary selection models  
to predict auto loan default, and the results showed that the Logistic model was more 
suitable for predicting whether customers would default. [2] In addition, the continuous 
advancement of technology has spawned new ideas, some scholars have improved the 
accuracy of predictions by ensemble models.[3~5] Chen Yaofei et al.(2017) compared 
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logistic regression with GBDT and other algorithms and found that the XGBoost algo-
rithm greatly improved the prediction accuracy and model training speed.[6].Zhou etal. 
(2020) used XGBoost algorithm combined with random forest to construct an 
XGBoost-RF model to evaluate personal credit risk, and the results show that the im-
proved random forest model has more advantages in prediction effect. [7] 

Based on the above research, this paper uses the stacking fusion model to study the 
problem of vehicle loan default prediction, aiming to better use intelligent methods to 
identify credit risks, improve the audit efficiency and default prediction accuracy of 
loan users, reduce the credit risk of the platform, and promote the healthy and stable 
development of the platform. 

2 Data sourcing and preprocessing 

2.1 Data sources 

The experimental data in this paper is derived from the loan records of a credit platform 
provided in the competition question on Ali Tianchi. The total amount of data exceeded 
250,000, including 52 feature fields, from which 150,000 pieces of data known to be in 
breach of contract were extracted for experimental research. 

2.2 Data preprocessing 

2.2.1 Construction features.  
First, loan risk tends to be positively correlated with return, and loan interest rate is 

an important factor in vehicle loan default prediction. Therefore, for the accuracy of the 
forecast results, the annual interest rate of the master and secondary accounts is calcu-
lated based on the existing characteristics. In addition, accounts that commit loan fraud 
may have clustered registrations during the same period, and the number of defaulting 
accounts will be continuous. Therefore, the neighbor fraud characteristics are con-
structed by averaging the target variable (loan_default) of the ten accounts before and 
after each account. 

2.2.2 Data binning.  
According to the characteristics of the data, different types of binning operations are 

performed on the feature data.the loan-to-asset ratio (loan_to_asset_ratio) is discretized 
by the isowidth bins to increase its nonlinear expression ability, the asset cost (as-
set_cost) characteristics are divided into 10 bins with equal frequencies. In addition, in 
order to effectively retain the information of outliers and missing values, the eight char-
acteristic data with many outliers and missing values are customized binning, and the 
outliers and missing values are divided into separate 10 bins for processing. 
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2.2.3 Data destination encoding.  
Object coding, also known as mean coding, is a way to encode features in combina-

tion with target values. In order to more directly understand the impact of some cate-
gorical variables on vehicle loan default, seven categorical characteristics such as job 
type (employment_type) and branch (branch_id) that issued the loan were objectively 
encoded. To prevent overfitting, choose a ten-fold target code that adds regularization 
to the mean encoding. 

2.2.4 Feature post-processing.  
This paper performs post-processing of features. First, delete the data column with 

more than 60% redundancy; Second, delete unnecessary data, such as: whether to fill 
in the mobile phone number, whether to fill in the ID card, whether to issue a driver's 
license, whether to fill in the passport and other information. The final contains 46 fea-
tures. 

3 Model building 

3.1 Stacking ensemble learning algorithms 

Stacking is a heterogeneous ensemble algorithm that fuses different types of learners. 
The algorithm can be divided into two layers. The first layer is the base model training 
layer, which contains multiple prediction models; the second layer is the meta-model 
training layer, which usually chooses a relatively simple prediction model. For the base 
model training layer, by selecting multiple prediction models to perform K-fold cross-
validation on the training set of the original data, the predicted data will be spliced to 
form a new training set; similarly, the test of multiple prediction models on the original 
data The set is predicted, and then the predicted results are averaged and spliced to form 
a new test set. For the meta-model training layer, the training set and test set obtained 
by using the base model training layer are used as the input of the meta-model, and then 
a prediction model is selected to train it, and the prediction result is output. 

3.2 Stacking model building 

Use the Borderline SMOTE method to balance the data. Then, the data processed is 
divided into training set and test set according to the ratio of 7:3, which are used for 
model training and prediction respectively, and then the training set data is used to con-
struct four single models of vehicle loan default prediction, such as logistic regression, 
random forest, XGBoost, and LightGBM, and Bayesian optimization algorithms are 
used to find the optimal parameter combination. Table 1 lists the parameters of each 
model after parameter tuning: 
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Table 1. Parameter setting 

Model Parameter 
Logistic regres-
sion 

C：0.7；penalty:L1；solver:liblinear 

Random forest max_depth=11；n_estimators:120 
XGBoost max_depth=9； subsample=0.9； min_child_weight=10； col_sample_bytree=0.85；

lambda:10；eta:0.02 
LightGBM learning_rate:0.01；min_data_in_leaf:150；feature_fraction:0.8；bagging_fraction:0.7 

In order to find the best combination of model fusion, this paper uses logistic regres-
sion, random forest, LightGBM, Xgboost as meta-learners, and the other three models 
as base learners to construct stacking fusion models.[8~10] Taking the LR-Stacking 
model as an example, the specific process is shown in Figure1: 

 

 

Fig. 1. Framework diagram of the LR-Stacking model 

Figure 1 shows the training process of the LR-Stacking model, which uses random 
forest, XGBoost, LightGBM model as the base model, and logistic regression as the 
metamodel. First, for the base model, it goes through the following process: taking a 
random forest as an example, the training set F and the test set T are imported sepa-
rately, and since K=10, the training set F will be divided into 10 equal parts. Each of 
the 10 equal parts is used as the validation set in turn, and the remaining 9 copies are 
used as the training set to train the random forest model, that is, the ten-fold cross-
validation. After the training is completed, the prediction set N1 is obtained sequen-
tially. Prediction of the test set T using the trained random forest model then yields the 
prediction set M1. Next, the XGBoost model and LightGBM model will be trained in 
the same steps to obtain N2, N3, M2, and M3. Then, the prediction set N1, N2 and N3 
are arranged horizontally as the metamodel training set N to train the metamodel lo-
gistic regression. M1, M2 and M3 are arranged horizontally to obtain the metamodel 
test set M, and the test set M is imported into the trained logistic regression to obtain 
the final prediction result. 
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4 Discussion and analysis 

The implementation process of RF-Stacking model, XGBoost-Stacking model, and 
LightGBM-Stacking model is similar to the LR-Stacking model, and will not be re-
peated in this article. Finally, the overall model training results are evaluated, and the 
evaluation results are as follows: 

 

Fig. 2. ROC performance comparison of the eight models 

Table 2. Evaluation metrics comparison of the eight models 

Model Accuracy（%） Precision（%） Recall（%） F-score AUC 

Logistic regression 65.39 67.54 59.26 0.6312 0.6542 

Random forest 69.08 68.65 70.24 0.6943 0.6918 

XGBoost 76.05 72.66 83.52 0.7771 0.7629 

LightGBM 79.30 76.48 84.62 0.8035 0.7960 

LR-Stacking 83.62 84.22 82.74 0.8347 0.8356 

RF-Stacking 80.14 81.33 78.24 0.7976 0.8016 

XGBoost-Stacking 81.52 79.83 84.36 0.8203 0.8142 

LightGBM-Stacking 79.23 77.95 81.52 0.7969 0.7914 

Table 2 compares the evaluation indicators of the prediction results of the single 
model and the fusion model. Overall, the prediction performance of the fusion model 
is generally better than that of the single model. In addition, by comparing the evalua-
tion indicators of the fusion model, it is found that the prediction performance of the 
fusion model is LR-Stacking model, XGBoost-Stacking model, RF-Stacking model and 
LightGBM-Stacking model from high to low. Among them, the prediction accuracy of 
the LR-Stacking model is 83.62%, which is the highest among the four models. 

Figure 2 shows the ROC curve comparison between the single model and the fusion 
model, and it can be seen that the LR-Stacking model has the best efficiency, and the 
AUC value is 0.8356. Among the single models, the LightGBM model has the best 
performance, with an AUC value of 0.7960. It can be seen that by fusing a single model, 
the predictive performance of the vehicle loan default prediction model can be effec-
tively improved. 
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5 Conclusion 

Based on the real loan records of a credit platform provided in the competition question 
on Ali Tianchi, this paper studies the prediction problem of vehicle loan default. Firstly, 
according to the characteristics of the auto loan industry, the data are analyzed and 
preprocessed, and the logistic regression, random forest, XGBoost and LightGBM 
models are constructed to predict whether the vehicle loan defaults. Secondly, in order 
to further improve the prediction accuracy of the model, the above single model is used 
as the metamodel in turn, and the remaining three models are used as the base model to 
construct the Stacking fusion model respectively, and predict whether the car loan de-
fault is again predicted, and the comparison of the model evaluation indicators shows 
that the Stacking model has higher accuracy and stronger robustness, which the LR-
Stacking model has the best prediction effect, and the accuracy is as high as 83.62%. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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