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Abstract. Generative art, a subdomain of new media art focuses on an autono-

mous system created by the artist. Personal data in the digital environment are 

becoming increasingly valuable, especially within the globalising environment 

which is the key development of organisations. However, the data visualisation 

of personal data is being consumed by global industries and not merely the data 

provider itself. The shift in consumption needs to be further explored to allow 

data providers to have emotional valuation and visualisation of their personal 

well-being in a digital environment. This research addresses the topic by focusing 

on the potential of generative visualisation based on affective data in a creative 

collaboration environment. Generative visualisation is necessary to study the 

emotion valuation process. The findings of the study identify generative visuals 

as an affective data visualisation method. The result is to expand the function of 

generative visualisation and the significance of emotions in creative collaboration 

based on a computer-mediated environment. 

Keywords: Generative Visualisation, Affective Data, Computer-mediated En-

vironment. 

1 Introduction 

This paper discussed the usage of creative collaboration theory in using generative vis-

ualisations to map out human emotions. The focus is on designing effective visualisa-

tion in representing complex emotional states. Generative visualisation is to capture 

complex emotions and incorporates interactive elements. Advancements and data har-

ness accessibility and foster trust throughout the process and there is a substantial in-

terest in applying new approaches in other sectors such as virtual healthcare systems 

[1]. Advanced visualisation enables the personalisation of information in real-time, 

evolving into a personal administrated process based on user-generated data [2]. The 

involvement of motion and interactivity, allows artists to create a dynamic environment 

that responds to real-time data. 

Simultaneously increase engagement and actual representation of emotions. The key 

difference as compared to traditional art, the new media merges the subjective con-

sciousness with the usage of computer-mediated environment and technology. Com-

puter technology optimises the creation process by integrating data into the field of art  
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computer, digital and non-commercial sectors [3]. Art and design should keep pace 
with the current time and innovate constantly. With the emergence of new media art, 
the form, techniques and outcomes have changed and promoted the usage of infor-
mation technology [4]. From the interactivity perspective, generative art carries a new 
representation and interactions in designing emotionally intelligent systems [5]. The 
priority is ensuring that users know how to interpret the visualisation and that good 
visuals represent the data [6]. 

2 Generative Visuals as Data Representation 

Art which is created by an autonomous system or process is frequently referred to as 
‘generative art’. Many generative artists define generative art as art randomisation, us-
ing generic systems to bring form evolution. This relates to evolving form changing 
over time and is created by running code on a computer system [7]. In the field of 
contemporary art, computer technology has expanded the capabilities and possibilities 
of artistic expression within the creative collaboration environment [8]. Muqarnas 
(2019) is a project created in the context of the fourth industrial revolution and the 
earliest and most impressive samples of role-based architectural design. Fifty Sisters 
[9] was created using computer-generated code through artificial evolution and algo-
rithms. The visual forms are derived from graphics of oil company logos. Referenced 
from the seven oil companies that dominated the global industry in the 1970s. Existing 
generative art is divided into two methods; (1) a model that generates unsupervised and 
random results based on mathematical models and (2) one that involves non-photore-
alistic rendering (NPR). the second method focuses on a variety of expressive styles of 
digital art in the area of computer graphics and image processing [10].  

2.1 Computer Graphics 

The first algorithm-based 3D generative garment model is created in a virtual space and 
is collision-free to facilitate the nature of virtual try-on applications. The system gener-
ates garments based on the virtual body formation and yields a higher quality model of 
representation than the previous [11]. HuMoR, a learned generative 3D model of human 
motion that optimises recovery of human pose in 3D and RGB space. The ability of the 
generative model to optimise human pose from visual noise and its surroundings [12].  

2.2 Real-Time Visualisation 

This creative coding practice involved writing code in real-time performance that gen-
erates media such as patterns, visuals and music. The challenge faced by the artist is to 
find a balance in the language design, describing what the code should do. This method 
explores artistic visions and scientific enquiry. The improvisatory process is an essen-
tial part of collaboration not only with performative arts but also paintings [13]. Ma-
chinesMemory [14] was built based on the emotional interpretation that focuses on the 
potential of the narrative-structured installation. The installation allows audiences to try 
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and make connections between the generated images and part of the data visualisation 
process. The impressive collaborative effort between human-created art forms and al-
gorithms created synesthesia, a rare condition developed when our senses melt together. 
A result of a neural network that turns music into trippy visualisations [15]. Exquisite 
Corpus, is a live performing installation by Sougwen Chung that explores the feedback 
loop between the human and machine body. Merging three generations of robotic col-
laborators in a visual projection and sound stage (Figure 1). Linking the human and 
non-human in terms of relational and consequential [16]. 

 
Fig. 1. Exquisite Corpus (2020) a 30-minute performance installation by Sougwen Chung ex-
ploring the collaboration between the human body and the machine.  

Platforms for Generative Visualisation 
Over the years, MIT Media Lab has been instrumental in the evolution of generative 

art and John Made, a graduate of MIT who is the former president of Rhode Island 
School of Design (RISD) had a major impact with his works and inventions. As a tal-
ented generative artist, his greatest contribution is the creation of a programming plat-
form called Design by Numbers (DBN). It was further developed by Ben Fry and Casey 
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Read and called Processing, a free platform available to the public [17]. Processing has 
revolutionised data visualisation and generative art for an entire generation of artists 
and programmers [18]. Processing uses Java programming language and also a graph-
ical user interface (GUI) to simplify the execution process.  

TouchDesigner is known as the real-time platform for creativity and is built for art-
ists, performers and researchers to experiment and work with generative media by using 
node-based systems. Node-based programming visualises the data flow through the 
process and experimentation is the core of this rapid-prototyping tool [19]. Joel Zim-
merman who is known as Deadmau5 mentioned the potential of GPU-accelerated 
graphics generated in real-time and changing visuals involves only a few lines of code 
as compared to the usual way in post-production. This transforms the way performance 
is being curated and shifted according to the music and audience [20].  

2.3 Sense-Making in Generative Visualisation 

People’s motivations are affected in subtle ways as the reasoning process derives from 
evidence, arguments and past memories. People generally reason their way to a conclu-
sion that favours them based on the reasoning processes [21]. The rise of the internet 
has expanded the sense-making process access ranging from digital documents to user-
generated content [22]. The emergence of social media has greatly exposed the sense-
making produced by others, creating a dense layer of new knowledge that is instanta-
neous, bringing new insights into a global knowledge platform. Sense-making is be-
coming increasingly important so much so that behavioural and data science is being 
applied to predict, engage and persuade [23]. Interactive and generative techniques are 
common forms of installations. [24]. The challenge lies in the interaction between de-
vices. Using a common interface and tools will help participants with previous 
knowledge and experiences to engage in the work. The role of the interface in generat-
ing a deeper engagement between spectator and artwork is important, especially in real-
time generative processes.  

2.4 2.5 Data as Artefact 

Art and technology are combined in the modern visualisation technique which can be 
displayed on different platforms that focuses on scalability, and accessibility [25]. 
There are missing techniques in visualising personal data in augmented reality and 
mixed reality which is an interactive and fresh approach towards personal data visuali-
sation. Animation visualisation reported more confidence in a study on user feedback 
by comparing large datasets in static and animated techniques [25]. There are different 
visualisation types ranging from line graphs, pie charts, infographic visualisation, map 
visualisation, colours, patterns, time-series graphs and animated visualisation [25],[26]. 
Four different types of techniques need to be further explored. They are data storytell-
ing, self-service application, visual analytics and interactive or real-time presentation 
[27]. Data sculptures, ambient display, pixel sculpture and wearable visualisation ap-
peared as the new physical methods of data representation based on new search areas 
[28]. Experiments show that interactive data visualisation can reduce the heart rate of 
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users during traffic jams. Interactive data visualisation is common, especially in emo-
tion regulation products [29]. This allows users to monitor and objectively measure 
their stress daily and increase self-awareness in promoting emotional well-being.  

Data visceralisation is a process of sense-making, seeing or experiencing the sce-
nario is believing. This process enables audiences to gain knowledge and experience it 
rather than mentally envisioning what it actually looks like. Showcasing visuals such 
as tall buildings is common but visualising them in a virtual environment or getting a 
sense of realism of scale is difficult [30]. Graphical elements with simple shaders and 
lower polygon counts provide just a good VR experience as photorealistic graphics 
[31]. A study focused on the human-plant interaction process intending to change peo-
ple’s perception of plants and the long-term outcomes [32]. The visualisation of data 
involved the human ability to cope with plants' slow response and most important of 
all, the visceral data associated with the study. Incorporating the participants' memories 
and emotions attached to the plant-based interface.  

2.5 Brain-Computer Interface (BCI) 

The human-computer interaction increases the application of brainwave signals into 
smart devices and superficial interactions in the form of electroencephalograms (EEG). 
the device is measured using voltage through electrodes placed around the scalp of an 
individual [33]. Brain-Computer Interfaces are created for the purpose to help users 
interact with external environment based on predictions about their brain activity (Fig-
ure 2). This system consists of hardware and software which has been studied and used 
as a tool for people with disabilities to speak and write to voice their opinions, such as 
silent speech communication. [34], [35]. The BCI system established a bridge between 
the human brain and the outside world, interpreting their silent thoughts, assistive ro-
bots based on BCI provides support for people in their personal and professional life 
[36].  

While BCI devices are being used to explore and understand further brain signals, 
there is privacy threats running in the background that extracts private data such as 
demographic, user identity, mental condition, emotions and interests. Compromised 
data can be used for targeted advertising to financial attacks [37].  
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Fig. 2. Brain-computer interface (BCI) components and process flow. Signals are acquired and 
processed for classification purposes; The classifier output is transformed into feedback. 

2.6 Brainwave Classification 

Hertz (Hz), or cycles per second, is used to measure brain waves, and the higher the 
number, the more active or frequent the brain is. German Hans Berger developed the 
first method for identifying brain waves in 1924, and from 1930 to 1940, five groups 
were identified to label brain waves (Table 1) [38]. 

Table 1. Brainwave classifications. 
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The tracking and monitoring of brain activity, emotional state, pulse, and other mo-
tor processes is permitted for BCI devices. Alternatives can be classified as either non-
intrusive or invasive. The intracranial electroencephalography (iEEG), which is inva-
sive, is known to provide a better signal. However, it must be implanted inside the 
subject's cranium. The external divide is non-evasive, simpler to adapt, and encom-
passes a variety of applications for the acquisition of EEG signals.  

There are two ways to deal with a fading EEG signal; the first is evoked potentials 
(EPs), which capture the average EEG signal based on a time period assigned to a stim-
ulus (which could be visual, auditory, or other sensory). The second technique is known 
as event-related potentials (ERPs), which capture the typical EEG reaction to pro-
cessing of more complex stimuli and is frequently used in cognition, cognition psychol-
ogy, and related research [39]. 

2.7 Neuroaesthetics 

The academic practice of critical neuroscience examines the social and cultural chal-
lenges posed both to the field of science and to society in general by recent advances in 
the behavioural and brain sciences as a reaction to the popularity of the neurosciences. 
It’s highlighted when applied with objective and self-assurance, the understanding of 
materials is limited and concepts of what it means to feel human are entangled between 
the intersection of the art-science [40]. 

The association of generative and bio art with themes and techniques popular in the 
rapidly developing sciences exposes neuroarts to critical analysis within a broader 
framework of contemporary culture. The accessibility to the scientific community and 
generative art helps us both from a historical and contemporary perspective [41]. Emo-
Scape is an exhibition that uses generative art to produce moving paintings by scanning 
brain activity to portray emotions. The equipment examines the electrical activity of 
the brain and extracts the waves into datasets that are mapped across algorithms built 
using Processing [41]. The Art of Feeling illustrates the flocking algorithm is inspired 
by swarms of birds or movement of the fish in the sea and the experiment focuses on 7 
major emotions and is ranked based on intensity [42].  

3 Creative Collaboration Framework 

The research is based on the creative collaboration model [43] and participants are en-
gaged in self-tracking using electronic devices that produce data visualisation of their 
emotions. Mediums such as mobile applications and fitness trackers generate personal 
data for the physicalization of data [44]. Within the creative collaboration study, the 
qualitative research approach has been widely utilised especially in the virtual objects. 
The qualitative approach gives a basic understanding towards the subject matter than 
isolating the factors in proving a hypothesis. The qualitative research method will be 
used to obtain the data from participants that will be used as input for the generative 
visualisation system and the output will be a visual representation of data. The 
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appropriateness of qualitative data in studying research areas that needs further explo-
ration [45]. 

Qualitative fulfills the desire for contextual understanding, in studying the impact 
and from the origins’ point of view [46]. The intrinsic-art-based research is a systematic 
study in the are of psychological, emotional, relational and art-based phenomena that 
uses both individual and collective intrinsic immersive experiences in combination with 
qualitative and arts-based research method [47]. Arts-based research uses artistic forms 
and expressions to explore, understand, represent, and even challenge human experi-
ences [48]. One of the strength art-based research (ABR) methodology is to engage 
audiences in challenging [49] and authentic experiences [50].  

The creative collaboration model will be used as a guideline to analyse the data ob-
tained from the participating audience. Striving to implement the valuation of represen-
tation, meaning and emotional valuation is an important part of everyday lives. The 
information gathered will be used to assess the emotional valuation of the visual repre-
sentation of their personal data in the creative collaboration theory. 

 
Fig. 3. Creative Collaboration framework. Raw signals are processed and classified evoked by 
stimuli and mapped into a real-time platform. Results are used for analysis purposes. 

3.1 Development Stages 

The research structure is adapted from the Creative Collaboration theory [43] and the 
components are Generative Visuals, Data and Computer-Mediated Environment 
(CME). The research will include 4 different phases which are stimuli, data classifica-
tion, data visualisation and visual output (Figure 3). The development process for stim-
uli consists of visual and textual-based that evoke memories and emotions. The 
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classification of emotion in this research is anger, happiness, and sadness [51]. Data 
classification is the extraction process that involves an external device to obtain real-
time brain waves. An electroencephalography (EEG) headband will be used to extract 
raw brain frequency data (Figure 4). EEG is a method to record an electrogram of the 
spontaneous electrical activity of the brain [52] and the raw data will be classified into 
Alpha, Beta, Theta, Delta and Gamma. The data visualisation process involves charac-
teristics and parameters of particles and movement from Hooloovoo, Synemania [53] 
and Existence [54]. The raw EEG data is classified and processing and mapping of the 
data is parsed to a real-time visualisation platform. Classified data are assigned to indi-
vidual parameters within the digital platform which uses node-based operators and re-
acts according to the information (Figure 5). The final phase brings out the affective 
generative visuals based on the classified emotion data. Participants will be able to an-
alyse their generated visuals based on their emotions and enable future discussion on 
emotion mapping and its implications towards well-being. 

 

 
Fig. 4. a) Electroencephalography (EEG) headband sensors overview. b) Top-down view of the 
EEG electrode positions on the subject's head. 
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Fig. 5. A working environment of node-based operators in TouchDesigner. 

4 Methods 

Methods to assess the affective generative art are in two parts, self-report questionnaires 
and curation of real-time visuals and brainwaves. Some assessment tools are available 
for affective responses such as Self-Assessment Manikin (SAM) [55] and Pick A Mood 
(PAM) [56]. SAM method consists of three areas which are valence, arousal and dom-
inance, each area has five pictograms. Participants are encouraged to select the blank 
areas between pictograms to indicate intermediate states. PAM is an instrument to as-
sess participant's states and there are eight mood types plus neutral, excited, relaxed, 
cheerful, bored, calm, sad, irritated and tense. PAM’s characters consist of a man, a 
woman and a robot and an advantage because participants can easily identify. PAM has 
been used to understand how to design experiences that stimulate mood and analyse the 
effect of visual elements on affective states [57]. 

4.1 Participants 

20 students from the National Institute of Arts, Culture and Heritage will be participat-
ing in the study. Participants with a flat line of more than 80% are excluded from this 
study. The analysis was conducted with the data of successful participants. Their age is 
between 19 and 50 years old. All participants provided written informed consent before 
participating in the experiment. The result shows 9-17 interviews or 4-8 focus group 
discussions can reach saturation at relatively small sample sizes. Typically sample size 
can range from 6-20 per segment [58], [59]. 
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4.2 Data Collection 

The generative visualisation is projected on a visual resolution of 1920 x 1080 exter-
nally with a frame rate of 45-60fps. The EEG headband is fitted comfortably onto the 
participant’s forehead and all main contact points are as reflected in Figure 6. Raw EEG 
data is captured using Mind Monitor and synced to TouchDesigner for classification. 
Generative visuals on TouchDesigner will be recorded and output in a video format. 

 
Fig. 6. EEG headband sensor positioning. AF7, AF8, TP9 and TP10 sensors will be individually 
measuring Gamma (above 30Hz), Beta (13-30Hz), Alpha (7-13Hz), Theta (4-7Hz) and Delta 
(below 4Hz). 

4.3 Procedure 

Participants signed the consent form upon arrival to the hall. Next, participants were 
fitted with the EEG headset and showed their brain signal visualisation on Mind Mon-
itor in real-time. Participants were asked to interact with the researcher and are shown 
their brain signals and how it interacts with the generative art. Physical movement such 
as walking is encouraged in order for participants to understand how movement affects 
brain signals and decreases the signal quality. Before the start of the data collection 
process, the researcher explains to participants that they should think about how they 
feel while different stimuli are shown on screen. 

Once the participants are ready, they are allowed to start the stimuli process on the 
screen. The researcher records the brain signals on Mind Monitor and on TouchDe-
signer. The researcher leaves the room after initiating the recording process. Partici-
pants can fully control the slides and take their time to reflect and immerse themselves 
in the process. Participants are advised to remain still and minimise mind wandering 
and there is a five-second blank space between stimuli which serves as intervals.   
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4.4 Results 

This is an ongoing study and the expected results will be a range of generative visuali-
sations based on emotions. The recorded brain signals and generative visuals will be 
analysed and the highest and lowest range visuals are recorded based on specific stim-
uli. The PAM questionnaires will be analysed together with the recorded visuals and 
data. The documented generative art is fully displayed as curation in a digital platform.  
 

5 Conclusion and Future Works 

In this paper, the objective is to open up the opportunity for generative visualisation to 
play a significant role in relation to emotional well-being. This allows users to visualise 
their emotions in real-time and as a continuous development chart which they are able 
to to compare real-time data visuals anonymously [60]. This study extends to improve 
emotional well-being by providing effective visualisation that conveys complex emo-
tional states. Providing visual representation allows individuals to better understand, 
express and regulate their own emotions. The main challenge would be visually repre-
senting emotions in the most accurate and holistic way without bias. Limitations, sub-
jectivity and individual preferences may vary significantly among individuals and 
might not be able to capture the full range of emotional responses. The influence of 
cultural context adds complexity in accommodating general visualisation. Cultural val-
ues and beliefs may not hold the same significance towards the objective of this study. 
This understanding contributes to improved mental health, emotional self-awareness 
and building resilience. Future work will be exploring the possibility of generative vis-
ualisations in providing real-time mapping for emotional well-being platforms.    
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