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Abstract. In recent years, the traffic of water transportation in Martapura river 

has been increased and creating many problems for the city and its environment. 

Hence, the traffic needs to be managed from time to time. Deep learning model 

might be used for traffic counting by detecting the ships. This study aims to assess 

AlexNet for traffic counting purposes in Martapura river. Data were collected 

two times a day for 3 months by using smartphone camera. Series of experiments 

were developed using Alexnet model to classify and detect ships or boats in 

Martapura River to draw a baseline for water traffic counting system. Result 

shows that Alexnet gives around 97% accurateness in detecting ships or other 

water vehicle as the main transportation. This certainly helps the traffic counting 

in Martapura river. Around 5 to 7 water vehicles were detected per hour. AlexNet 

also detect other floating objects like water plantation or plastic garbage. Other 

than object detection, AlexNet as Deep Learning technology can be used for wa-

ter traffic counting globally. 
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1 Introduction 

In the era of computer vision, object detection has become one of the most important 

branches of knowledge. It can be implemented into various kind of fields, including 

face detection as the living object detection, aside from non-living object detection. 

However, during its early years, object detection mostly used to detect vehicle on the 

road, animals, etc. Vision based vehicle detection plays a significant role in monitoring 

the traffic and circulation situation, while at the same time can function as surveillance 

system [1]. For the past few years, deep learning technology has become a remarkable 

topic in computer vision. This has led to the benefits of deep learning in many areas of 

detection, processing and decision making[2]. There are three types of Deep learning 

models: the input layer (receives data), the hidden layer (extracts patterns), and the out-

put layer (produces results). The output of one layer is used as an input into the next 

one. There are several architectures that can be applied in deep learning. One of the 

most widely used deep learning techniques is called Convolutional Neural Network 

(CNN)[3]–[5]. As a matter of fact, CNN as part of deep learning technology is one of 

the most well-known deep learning methods in the world since 2000s.  
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Currently, deep learning technology is also applied to detect floating debris, and 

other floating objects like water transportation vehicle [6]–[8]. In contrast with non-

water vehicle which run on land (cars, bus, etc), water vehicle detection faced many 

problems and the result might depend on several aspects such as the quality of the image 

input, condition of the weather, direction of the wind, reflections, etc. Many researches 

already tried to evaluate how deep learning-based vehicle detection can successfully 

give better result in terms of accurateness or time to detect floating objects. Most of the 

research took place in the sea, marine environment, lake, or urban water bodies. The 

method allows the usage of large data and has been successfully detect floating object 

in water environment.  

Banjarmasin is located in South Kalimantan, Indonesia. The city has thousands of 

big and small rivers. The traffic of water transportation in Martapura river has been 

increased and creating many problems for the city and its environment. Climate change 

has also affected the water environment of Martapura river. At the moment, Banjarma-

sin is not only facing the problem of water transportation, but also has to deal with tidal 

flood which already rising since 2021. This situation needs to be managed with special 

approach, with the help of technology because in the future it might need real time 

detection.   

Deep learning model might be used for traffic counting by detecting the ships per 

day. Deep learning techniques have emerged as a powerful strategy for learning feature 

representations directly from data, resulting in notable breakthroughs in the field of 

general object recognition, not to mention if it is used for real time data [9]. One of the 

most popular deep learning models is called AlexNet. AlexNet is an intensive CNN 

architecture and has proven to be very efficient in image classification tasks [10]. 

AlexNet is more suitable for identification and classification applications [10]–[12]. As 

water vehicle has more varied condition in terms of object detection, with the compe-

tence of AlexNet, it is reasonable to use this CNN architecture for detecting objects in 

Martapura river. The result of the training might be useful for the local government to 

control water traffic. 

2 Method 

Some previous researches to detect floating objects often use Faster R-CNN[13], [14], 

because it can give optimum performance in high accuracy due to its number of hidden 

layers. More hidden layers equal to higher accuracy, but it might be time consuming. It 

will also need better hardware specification to do the experiment. The other methods 

also can be implemented in water environment such as YOLO [15] and SSD which give 

better performance in speed detection. However, in this research, AlexNet was used 

because it only consists 8 hidden layers, and do not need high specification of hardware 

(core GPU). 

This research was intended to assess deep learning model using AlexNet for detect-

ing floating object in Martapura river. A conceptual understanding of AlexNet as a 

typical CNN architecture is firstly provided as a basic comprehension in image pro-

cessing. AlexNet was preferred as the method in detecting water transportation due to 
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its precision in object detection for so many years. Floating objects has unique charac-

ters because it is continuously moving, has reflection, and affecting by the climate and 

environment.  

Data were collected two times a day for three months (June-August 2022) using 

smartphone camera in Martapura river. Series of experiments were developed using 

Alexnet to classify and detect boats or other floating objects in Martapura River.  

3 Results 

3.1 Deep Learning for Visual Recognition 

Deep Learning model has broadly used for visual recognition. One of the most recog-

nizable networks which commonly implemented for image processing is Convolutional 

Neural Network (CNN). This network is the type of deep neural network and gives so 

many advantages compared to conventional object detection. CNN can capture relevant 

features from an image unparallel to human brain and treat all elements of the vector 

input equivalently. No matter how many vector elements inputs, during the initial phase 

of data training, all vector elements as input will be treated equally [12]. For example, 

10 inputs by 1 vector means all the 10 weights of each neuron are updated in the first 

layer. CNN is also a perfect feature extractor. In pre-training phase, CNN can be tuned 

in to extract useful attributes by feeding data on each level efficiently which spent less 

time and also saving memory. CNN allows to only train the classifiers at the end for 

labelling. Hence, in terms of identifying important features, CNN does not need any 

human intervention and can work by itself. 

CNN also has some disadvantages. As part of deep learning model, it needs a high 

quality of GPU because it will allow the training process to perform faster. The more 

layers put into training; the more time will be needed. Compared to other neural net-

works, CNN might be a little bit slower due to its operation, but have higher accuracy. 

CNN architecture consists of three to five main layers [12], [14], which are: convo-

lutional layer, pooling layer, fully connected input layer, fully connected layer and fully 

connected output layer.  

1. Convolutional layer: This layer is the spine of any CNN model, where the images 

will be scanned through its each pixel to create a feature map for classification. 

2. Pooling layer: This layer brings the general pictures of the images by defining its 

dimension by limiting down necessary data from each convolutional layer. At this 

time, creating convolutional layers and pooling run continuously as a looping pro-

cess. Therefore, it will take some times. 

3. Fully connected input layer: This layer compressed the outputs into a single vector 

for the next upcoming layer. 

4. Fully connected layer: This layer allocates weights to the input which will be used 

to propose a proper label after the feature analysis. 

5. Fully connected Output layer: as the final layer, this layer shows the labels for clas-

sification which then appointed to the images.  
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Given its popularity in art neural network for maximum performance and efficiency, 

CNN as a strong deep learning model allows to be used in many fields like face recog-

nition, object detection, analyzing textbook, etc. The problem with CNN is, it is also 

hard to be implemented for high resolution image. 

3.2 AlexNet as a Typical CNN Architecture 

AlexNet was first proposed by Alex Krizhevsky in 2012 and was built based on CNN 

architecture. Fig. 1 shows that AlexNet has 8 layers and can classify images into so 

many categories. In CNN, AlexNet architecture consists of five convolutional layers, 

and three fully connected layers. The difference with CNN is that AlexNet uses Recti-

fied Linear Units (ReLU). ReLu is a linear function which allows the positive input to 

be processed as output directly. Due to its capability to train the data easier, ReLu has 

become the basic function for neural networks as it also often gives better performance 

compare to other [16]. 

 

Fig. 1. Illustration of AlexNet Model 

By learning the stable and unique features of the data, specific tasks and accurate 

classifications are performed [17], AlexNet has countless depth and durable feature ca-

pabilities. It can save a lot of model training time, and has faster prediction speed. Faster 

R-CNN can give more accuracy; however, this research was limited by time and quality 

of GPU. AlexNet which only consist eight hidden layer seems the most reasonable to 

apply in this research, without neglecting more recent detection model.  

3.3 Experiments on Data Sets with AlexNet 

In order to achieve better robustness using deep learning model, large data sets were 

needed. Therefore, this research took around three months to get those datasets. The 

images of the floating object used in the experiments were captured by videos taken 

with smartphone. Images were extracted from the videos, and each video duration is 

around 5 minutes or 300 seconds. The extracted images are in RGB then filtered to get 
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obtained data. There were total of more than 1500 data sets were trained using AlexNet. 

These data were collected two times per day. First batch in the morning (9-10 a.m) and 

the second batch in the afternoon (2-3 p.m) local time.  

Before collecting data, it was expected that there will be more water transportation 

passing the camera, such as small boats or bigger boats. After collaborating the whole 

data, eventually there are other floating objects in Martapura river. The non-water ve-

hicle objects were dominated by water hyacinth, small debris, and garbage. As can be 

seen from Fig. 2 (a,b,c,d) AlexNet successfully detect small boats in Frame 3 of the 3rd 

second. Fig. 3 shows that boats and water hyacinth or plantation has also detected by 

AlexNet in Frame 5 of the 5th second. These detection shows that besides water vehicle, 

AlexNet detected other floating objects which might be considered as a threat for the 

water vehicle’s track and the river. These whole overall detection process can be seen 

in Figure.4 including layers and output shapes which then used to define training accu-

racy and validation. 

  
(a) Frame 12 of the 12nd second (b) Frame 27 of the 27th second 

  

(c) Frame 19 of the 19th second (d) Frame 3 of the 3rd second 

Fig. 2. Detecting Water Vehicle using AlexNet 
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Fig. 3. Frame 5 of the 5th second when AlexNet detect water hyacinth 

 

Fig. 4. Object Detection process using AlexNet 

 

Fig. 5. Training Accuracy and validation 
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The training accuracy and validation for object detection using AlexNet shows in 

Figure.5 achieved 97% accurateness with 28.825.914 total parameters successfully 

trained and zero non-trainable parameters. This means that deep learning technology 

can detect floating objects in water environment effectively. Table 1 shows the results 

of data training taken in June-August 2022 which indicates that there were around 5 to 

7 water vehicles were detected per hour, while there were 15 non water vehicle detected 

per hour. The average number of water vehicle per hour (6 objects per hour) actually is 

much lower than the average number of non-water vehicle per hour (15 objects per 

hour). Hence, classification of each data series needs to be prepared for next stage of 

this study. 

Table 1. Results of Data Training 

Date Time 

AlexNet Object Detection 

Average Number of 

Water Vehicle per hour 

Average Number of 

Non-water Vehicle per 

hour 

1-5 June 2022 09.00 – 10.00 6 9 

1-5 June 2022 14.00 – 15.00 5 5 

6-12 June 2022 09.00 – 10.00 5 9 

6-12 June 2022 14.00 – 15.00 7 17 

13-19 June 2022 09.00 – 10.00 5 9 

13-19 June 2022 14.00 – 15.00 7 8 

20-26 June 2022 09.00 – 10.00 5 9 

20-26 June 2022 14.00 – 15.00 7 12 

27 June-3 July 2022 09.00 – 10.00 7 16 

27 June-3 July 2022 14.00 – 15.00 7 18 

4-10 July 2022 09.00 – 10.00 5 9 

4-10 July 2022 14.00 – 15.00 7 18 

11-17 July 2022 09.00 – 10.00 6 23 

11-17 July 2022 14.00 – 15.00 7 6 

18-24 July 2022 09.00 – 10.00 5 26 

18-24 July 2022 14.00 – 15.00 7 21 

25-31 July 2022 09.00 – 10.00 5 12 

25-31 July 2022 14.00 – 15.00 6 13 

1-7 Agt 2022 09.00 – 10.00 5 28 

1-7 Agt 2022 14.00 – 15.00 6 13 

8-14 Agt 2022 09.00 – 10.00 5 26 

8-14 Agt 2022 14.00 – 15.00 7 10 

15-21 Agt 2022 09.00 – 10.00 5 18 

15-21 Agt 2022 14.00 – 15.00 7 19 

22-31 Agt 2022 09.00 – 10.00 6 22 

22-31 Agt 2022 14.00 – 15.00 6 15 

AVERAGE 6 15,04 
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4 Discussion 

Compared to other method, AlexNet provides much more advantages in terms of time 

and accurateness in detecting floating objects. Some preliminary research were done to 

detect floating objects using HLF methods [18], [19] and has shown the lack of com-

petence in detecting floating objects. The method practically cannot be applied for de-

tecting floating objects and more suitable for detecting living objects. Therefore, in this 

research deep learning technology has shown its efficiency and accurateness in detect-

ing moving objects especially in water environment which has threads through its re-

flection, low-high tides and rapid movement. 

Result shows that Alexnet performed around 97% accurateness (see Figure.5) in de-

tecting boats or other water vehicle as the main water transportation. The data can be 

used to count number of water vehicle per hour. Furthermore, it is also possible to im-

plement using real time data. However, these level of zero non-trainable parameter also 

might indicate that this research need more experiments with even larger set variation 

of data with different types of environments. The condition of the weather like heavy 

rain, tides, and streams has to be considered when detecting floating objects. In this 

term, this research needs to expand its experiments in wider and broader framework 

and method.  

There were around 5 to 7 water vehicles were detected per hour, while there were 

15 non water vehicle detected per hour. For the local government, this certainly helps 

the traffic counting in Martapura river and manage the cleanliness of the river environ-

ment. These number of results gave baseline for water traffic counting, where the Gov-

ernment can control the flow of water vehicle. However, AlexNet can work better with 

large amount of data. Therefore, the local government can consider to install camera 

along the riverside which can connect directly to the control panel of the city, and inte-

grate the system as part of smart city application. In this way, the traffic counting can 

be monitored in real time. 

5 Conclusion 

Other than object detection, Alexnet as Deep Learning technology can be used for water 

traffic counting. During this research, Alexnet also detect other floating objects like 

water plantation or plastic garbage with small amount of accuracy. This experiment still 

have not classify each type of ship based on its dimension or typology. In the future, 

this research might be needing larger data in different weather condition to have a better 

and precise result.  
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