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Abstract. Owing to revolutionary technological advancements and exceptional
experimental data, particularly in the area of image analysis and processing, arti-
ficial intelligence (AI) and Machine Learning has lately become widely popular
buzzword. This opportunity has been taken by medical specialties where imaging
is essential, such as radiology, pathology, or cancer, and significant research and
development efforts have been made to translate the promise of AI and ML into
therapeutic applications. As these tools are increasingly being used for common
medical imaging analytic tasks including diagnosis, segmentation, and classi-
fication. The four classifiers Artificial Neural Network (ANN), Support Vector
Machine (SVM), Naïve Bayes (NB), and K Nearest Neighbour (KNN) are used in
this study to classify lung cancer based on the features that are extracted from lung
segmentation Algorithm. The feature data is estimated from 90 image sets and are
combined for normalization and divided into training, validation, and testing sets
with a ratio of 80:10:10. Different ratios (i.e., 80/20, 70/30, 60/40, 50/50) were
used to divide the datasets into the training and the testing datasets to assess the
model performance. ANN and KNN were very precise in achieving an accuracy
of 99.8% with moderate and high training data.

Keywords: Lung cancer (LC) · Artificial Neural Network (ANN) · Data
Splitting Ratios

1 Introduction

Out of all the cancers, the death rate due to lung cancer is more in number. Lung cancer
leads to another type of cancer when it is in a metastatic state. The death rate due to lung
cancer is estimated by the survival rate. The survival rate can increase by detecting the
lung cancer in the early stages.

It is possible to detect cancer in initial stages by segmenting the pulmonary region
from the Chest CT image [1–3] and extracting and analysing the small nodules formed

© The Author(s) 2023
B. Raj et al. (Eds.): ICETE 2023, AER 223, pp. 96–104, 2023.
https://doi.org/10.2991/978-94-6463-252-1_12

http://crossmark.crossref.org/dialog/?doi=10.2991/978-94-6463-252-1_12&domain=pdf
https://doi.org/10.2991/978-94-6463-252-1_12


Impact of Various Data Splitting Ratios on the Performance of Machine 97

in lungs [5]. By developing a CAD system, it is possible to identify the lung nodules and
it is easy to determine the stage by calculating the physical properties of the cancerous
nodule [6–8]. The size and growth rate of the nodule are the twomost typical predictors of
nodule malignancy risk. In image processing, texture, geometrical, histogram, spatial,
and gradient characteristics are among the features utilized for image classification.
Texture features include contrast, energy, entropy, and others. Histogram properties
include average, standard deviation, and skewness. The nodule’s position is determined
by the spatial properties. In the study, the size of the nodule, perimeter, eccentricity,
entropy, contrast, correlation, energy, homogeneity, mean, standard deviation, variance,
smoothness, kurtosis, and skewness features are extracted from the segmented nodule
to know the properties of the nodule to classify them accurately.

Machine Learning (ML) is the field of study that deals with algorithms that are
not explicitly programmed but make the computer systems learn from experience and
predict the outcome of strange data. Complex and vast data sets can be analysed and
patterns can be easily recognized using ML techniques. Thus, ML techniques are used
to classify lung nodules in the study. The extracted features of nodules are considered as
input elements to algorithms and malignancy of the nodule is identified. The pulmonary
nodule extracted from the chest CTdataset is classified into the benign ormalignant class.
Various classifier is used to train the extracted data in the ratio of 80:10:10 (training:
testing: validation) and concludewhich classifier best suits the lung cancer classification.
Further, the impact of various training and testing data ratios on classification is studied
and presented.

1.1 Data Used

An open-source lung image dataset LIDC [4] and CT images acquired from hospitals
are used in the present study to extract their features using the proposed nodule extrac-
tion algorithm viz., Adaptive Marker Controlled Watershed method discussed [10]. The
metrics of the CT Lung scan image nodule features are portrayed for reference below in
Fig. 1.

2 Machine Learning Methods

2.1 Artificial Neural Networks with Feed-Forward Network

Artificial Neural Networks (ANNs) are a type of ML algorithm that learns from the data
provided and classifies or predicts the responses. They work with the capacity of the
human brain and are thus called “artificial neural networks” (ANNs). These are nonlinear
statistical models employed in the classification and prediction of the outputs/responses
in various applications like medical diagnosis, signature classification, and facial recog-
nition. It can predict new patterns from complex input-output relationships. It can also
predict the response by just learning from the sample data.

This study recommends using a feed-forward back propagation neural network con-
figured as a classifier with an input layer, a hidden layer, and the output layer. A back-
propagation learning technique for various ANN topologies has also been presented.
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Fig. 1: Metrics of the CT Lung scan images nodule features

Rather than examining a large number of input elements and hidden neurons, we have
chosen to simply feed forward the propagation topology with eight significant features
as input and 7 hidden layers. This is to ensure the network’s capacity to simplify, which
may be accomplished by reducing the node’s number as much as feasible. If a high num-
ber of nodes are used, the network performs perfectly with the trained set. But it utterly
fails with the un-trained dataset. Extreme care should be exercised while choosing these
hidden layers to avoid over-fitting and under-fitting. We have selected 7 hidden layers
in the first instance as the study says that it should be 2/3 of the sum of the input layers
and the number of output layers. Furthermore, the number of hidden layers has been
increased and checked for performance. The Table 1 shows the parameters used in the
design of the ANN classifier.

The results of the study on pulmonary nodule classification with the neural network
have shown optimal values and are summarized in the Table 2. The model consists of
eight feature elements as inputs, seven hidden neurons, and one output neuron. The
ANN model with feed forward and back propagation network has attained the results
with minimal error. The proposed classification model has achieved a training accuracy

Table 1: Design parameters of ANN Model

S. No. Parameters Method

1 Number of features selected 8

2 Number of Hidden neurons 7

3 Training Function Trainlm

4 Output layer Activation Function Purelin

5 Performance of network MSE
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Table 2: ANN classifier results

NN
Classifier

No. of
Epochs

%MSE Training
Accuracy
(%)

Testing
Accuracy
(%)

Precision
(%)

Sensitivity
(%)

8-7-1
(7 hidden
neurons)

132 2.431e-1 99.982 99.864 100 100

of 99.98%.Moreover, it also takes less simulation time and has good generalization even
with a high number of samples.

Furthermore, the study was carried out to evaluate and compare the performance of
different machine learning (ML) algorithms. The performance of the discussed Artificial
Neural Network (ANN) with Feed-forward back propagation network architecture and
other topologies like ANN-Trainable cascade-forward back propagation network, ANN-
Elman back propagation network, Support VectorMachine (SVM), K-Nearest Neighbor
(KNN) and Naive Bayes (NB) algorithms is evaluated. Further, the influence of various
training-to-testing ratios in predicting cancer and its stage is assessed. Several ratios
of training and testing datasets, like 80/20, 70/30, 60/40, and 50/50, were used for the
performance assessment ofmodels. The prediction accuracy of themodels was evaluated
using popular statistical indicators such as Mean Squared Error (MSE) under various
training and testing ratios.

2.2 Support Vector Machine (SVM)

Another popularly used supervised learning technique for classification is SVM. It is a
discriminative classifierwhere a hyper plane is created to separate the dataset into classes.
A hyper plane is a line that separates different data points in an n-dimensional plane.
The dataset can be separated by many lines, but the ideal hyper plane is selected that
best maximizes the margin. SVM provides high accuracy and less time for processing
as compared to other algorithms. Figure below shows an example of SVM and the
separation of data points by the optimal hyper plane. The results of our experiment on
pulmonary nodule classification into benign and malignant with the SVM classifier have
shown the best performance for an 80% training and 20% testing dataset. The results are
shown in Fig. 2. The accuracy of the model is 100%. But the specificity of the model is
92%.

2.3 K-Nearest Neighbors (KNN)

KNN is a lazy learning approach that predicts the new instances by computing the
Euclidean distance and assigning the nearest neighbors a higher weight and a lower one
to the distant ones in the entire training dataset. KNN is used for data mining as well as
machine learning. It searches for the K’s nearest instance. In simple words, K is a user-
defined constant, and it classifies the new sample with the most recurrent label nearest
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Fig. 2: Performance metrics of SVM model

to it in the training dataset. It is simple and easy to implement. It is used in data mining
and classification applications. The performance of the KNN topology is at its best with
the present dataset. The accuracy is 100% and the simulation time is very small. The
precision, sensitivity of the model is 100%.

2.4 Naive Bayes (NB)

The Naive Bayes classifier is a probabilistic ML approach and is based on Bayes’ the-
orem. It is very easy to implement and can accurately predict the results with a small
training dataset.

Using Bayes’ Theorem (Eq. 1), the likelihood of A happening is estimated, given
that B has occurred. The prior probability of the predictor is P(B), and the posterior
probability is P(A|B).

P(A|B) = P(B|A)P(A)
P(B)

(1)

The performance of the NB model is 100% accurate, and the precision, sensitivity
and specificity of the model are also 100% for the 80–20 training and testing dataset.

2.5 Performance Evaluation of Machine Learning Techniques

The extracted significant features from LIDC and a real-time dataset were used in the
classification. These are fed as the input elements to the classifiers. Six popular ML
techniques ANN-FF, ANN-CF, ANN-EL, NB, KNN, and SVMwere applied with train-
ing and testing ratio as 80-20 to classify the lung cancer. The performance metrics like
accuracy, precision, sensitivity, specificity is obtained for all the classifiers to find the
best classifier in classifying lung cancer. Figure 3 shows the plot of accuracy, precision,
sensitivity, specificity for the classifier analyzed in the study.

Performance of the ANN-CF, ANN-EL, and SVMmodels is unsatisfactory with the
accuracy of 94%, 90% and 94% respectively. The accuracy is at its best for ANN-FF,
KNN, and NB with 99.8%, 99.8% and 99.7% respectively. The sensitivity of ANN-FF,
KNN, NB and SVM outperformed other models. The specificity and precision are low
for ANN-CL, ANN-EL and SVM models.

Validation and comparison results state that performance of every model is good;
however, ANN-FF, KNN, and NB were the best approaches, taking the metrics into
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Fig. 3: Comparison of the metrics of various ML models

consideration and compared within the studied models. ANN-FF was an accurate and
statistically stable model, taking into account the Mean Square Error (MSE = 0.3205).

Further, it is learnt from the literature [9] that the data splitting ratio will also affect
the performance of the model. Thus, a study was carried out to understand the impact
of the data training and testing splitting ratio. For training and testing purposes, a ratio
of 80:20 was considered for the earlier implementations. Now to understand the effect,
70/30, 60/40, and 50/50 ratios of training and testing datasets were executed for all the
models studied.

3 Impact of Data Split Ratios on the Performance of ML Methods

The change in the dataset ratios impacted the performance of themodel. The performance
of the training is enhanced by increasing the volume of train data, and it even enhanced
the model stability. Likewise, the performance of the testing is also improved with an
increase in the training dataset. But when the latter has increased from 80% to 90%,
the drift is in another direction. Thus, the splitting ratio had a significant impact on the
capability of the ML models to predict.

The primary goal of this study is to assess the efficacy of machine learning models
for cancer stage prediction using various data-splitting ratios. In this study, four machine
learning approaches; ANN, KNN, NB, and SVM were considered to assess the malig-
nancy of a pulmonary nodule based on different training and testing splitting ratios of
input data. It is the first time to study the impact of various data splits of training and
testing data used in lung cancer prediction models, which is the primary distinction
between this study and the prior published works. Mean Squared Error (MSE) and sta-
tistical approaches are used to evaluate the results to select the best model for prediction
of lung cancer. The dataset was split into 70/30, 60/40, and 50/50 training and testing
ratios, in addition to the previously 80/20 dataset, and the metrics were analysed.

The ANN-FF model has an accuracy of 100% with the 80/20 dataset, but as the data
split altered, the accuracy decayed. 96% for 70/30 data split, 94% for 60/40 data split,
and finally 98% for 50/50 data split. The accuracies of the ANN-CF and ANN-El are
poor for all the ratios. Interestingly, the NB and KNN models exhibited an accuracy of
100% for all the data splits executed. SVM has a decay of 70/30 and 60/40 split but
achieved an accuracy of 100% for 50/50 training and testing datasets. Figure 4 shows
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Fig. 4: Accuracy of various ML models with different data splits.

the trends of accuracy for different ML techniques employed in the study with different
training and testing datasets. Likewise, the precision is analysed and is presented in
Fig. 5. NB and KNN executed the best precision percentage with any data split ratio.

Figure 6 shows that ANN-FF, SVM, and KNN outperformed the sensitivity metric
when compared to the performance of other models. The sensitivity of the NB slightly
decreased with the 60/40 and 50/50 data splits.

The specificities of themodelsANNandNBwere 100%with all the splits considered
for the study, whereas the other models’ specificities decreased with the decay in the
training data. Figure 7 shows the trends in the specificity of ML models with various
data splits.

The performance of theML techniques is varyingwith the training and testing dataset
ratios as observed from the above discussion. Taking into consideration the performance
of all the metrics, it can be concluded that the ANN-FF and KNNmodels are robust and
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Fig. 5: Precision of various ML models with different data splits.
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Fig. 7: Trend of Specificity with Different Dataset Ratios

very efficient with moderate training and testing dataset ratio also. The performance of
these models is superior irrespective of the dataset ratio.

4 Conclusions

Various texture, geometrical, histogram, spatial, and gradient features were extracted
from the proposed CAD system and eight significant features were used to classify
lung cancer. Most of the researchers used texture, fractal features in classification using
ANN, SVM as the classifier. The diagnostic accuracies of those CAD systems were
around 98%. In the current study, with these significant features the CAD system aids a
superior detection of cancerous region. ANN and KNN were robust and very precise in
achieving the strong accuracy of 99.8% with moderate and high testing data. It can be
observed from the above that if the training dataset is of 50% or 80%, the ANN-FF and
KNN achieved an enriched accuracy of 99.8%.
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