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Abstract. Today’s competitive environment makes it necessary for suggestive
advice to be made to the user for them to continue using the services they cur-
rently find enjoyable. There, the recommender system’s function assumes a key
role. Every service in today’s world has a recommendation system for movies,
music, e-commerce, etc. The Netflix recommender system is essential for increas-
ing the customer experience when watching movies on the service. This research
proposes a machine learning-based content-based recommender system for movie
recommendations. Examining the movie-enabling recommendations using data
from the Tmdb, movies dataset from Kaggle. We use algorithms like Count Vec-
torizer, Porter Stemmer, and Cosine Similarity to generate five similar movies
closely related to the type of content the target movie has and how well our
machine-learning approach is working.

Keywords: Movie · recommendation system · content-based · Count
Vectorizer · Porter Stemmer · Cosine Similarity · Machine Learning Algorithms

1 Introduction

A type of information filtering system called a recommender system bases the filtering
on how the information has been shaped. The amount of data being generated has
increased dramatically in recent years. As a result, the recommendation system has
grown to be a crucial component of social media, e-commerce, and other websites that
offer user services. The variety of entertainment options has been expanding quickly due
to improvements in the entertainment sector. There is a tonne of alternatives available to
consumers, which can be overwhelming for any consumer. As a result, recommendation
systems for any product have become more and more common in all areas of digital
technology. In light of this, we suggest focusing on the issue of movie suggestions using
content-based filtering on a natural language technique. Recommendation algorithms
are crucial for helping customers find comparable types of material on movie streaming
services like Netflix, Amazon Prime, etc.

A recommendation system that uses content-based filtering bases its recommenda-
tions on similar kinds of content that have received user endorsements. Many of the top
businesses in the world currently use recommender systems and are working to improve
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them. One of the key issues is that the majority of recommender systems were created
by numerous researchers and engineers to excel at a certain activity. Anyone searching
for such a system to integrate will need to devote a significant amount of time andmoney
as a result. Contrary to collaborative-based filtering, content-based filtering takes into
account users with similar tastes because it would be detrimental to the user experience
to just deliver recommendations without considering the user’s interests (Fig. 1).

The goal of this paper is to present the five most pertinent films that are comparable
to the topic of the triggering film. The user should be recommended a specific group
of movies if the user is approving that particular genre of film, according to machine
learning techniques. We used the Tmdb 5000 movie dataset, which consists of two files
with movie metadata and credits, in the recommendation system. This data is freely
accessible on Kaggle. To create a complete dataset, the movie data was divided based
on credits and then combined with the property of the credit. Each tuple afterward had
23 attributes (Figs. 2 and 3).

The dataset was preprocessed to retain those attributes that are important for the
type of recommender system that needs to be built, and then Porter Stemmer and Count
Vectorizer were applied to turn it into the most favorable tags. Finally, Cosine Similarity
was used to find the similarity between the movies in an n-dimensional space. Finally,
a functioning app was created using the Streamlight library after the model had been
built, allowing for a better user experience and graphical output.

Fig. 1. Types of Recommendation System

Fig. 2. Glimpse of Dataset (Tmdb Movie Dataset) Part-1
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Fig. 3. Glimpse of Dataset (Tmdb Movie Dataset) Part-2

2 Literature Review

Research on how to improve recommendation capacity by raising accuracy is ongoing
in the field of recommendation systems. Through reciprocal cooperation of LSTM-
CNN and a good recommendation, the work done with the aid of LSTM-CNN quickly
increases the performance of the algorithm and offers a powerful tool. Given that CNN
requires more processing [1], cluster computing is a good option for the algorithm’s
runtime.

The approach of developing the recommender system with the aid of ML algorithms
also resulted in a lower RMSE value, as it was made to run multiple times to obtain the
hyperparameters to tune the model to provide better accuracy with the aid of the ML
framework, i.e., ML.NET, and another model built on using Microsoft Azure Machine
Learning Studio, where it offered multiple ML solutions [2]. Making these systems
constantly learn from the incoming new data is the best approach to enhance them. i.e.,
by regularly training the model to draw insights from recently received data. Another
module, the big data module, can keep all of the user information and other relevant data
for optimizing the model and delivering better results.

With the implementation of a straightforward neural network architecture model that
performs well with root mean squared error and the retention of a collaborative filtering-
based approach. The best and most effective tools for a variety of information retrieval
are deep learning modules [3]. Here, regularisation was used to reduce prediction errors,
and it worked well and produced improved suggestions. The deep learning module is
substantially more scalable during testing than it is during training.

There has been and is still much effort being done to improve the recommender
system used in movies, but this is not a static problem; with time and additional research,
the efficiency and accuracy of the recommender system can be increased in a variety
of ways. Here, when developing the system, consideration was given to rating, user
consumption ratio, and user preference. K-means have been used to separate user tastes,
and after doing so, the algorithm demonstrated 95% accuracy in predicting ratings from
new users, which may be used to determine which movie should be recommended to
new users [4]. The dataset from 12000 frequent customers has been employed in the
system’s workings to better comprehend and provide a variety of movie-going attitudes.

The movie recommender system can be built using a variety of datasets, and the
model created using these datasets includes a dataset with numerous attributes that are
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crucial for segmenting the movie. The collaborative recommendation system created
for the chosen dataset uses a user-based co-coin similarity algorithm and singular value
decomposition to provide individualized recommendations to active users [5].

As was previously noted, the subject of recommendation systems is always evolving.
Designing a more powerful system requires multiple feature selection techniques with
varied similarity measures, and enhancing the outcome requires feature selection filter-
ing, says the report [6]. The value of support and confidence should be higher, such that
few but effective recommendations should be displayed,” according to the conditions
for an effective suggestion [7].

Another strategy that might optimize the problem of poor accuracy suggestion can
be overcome based on each user’s interests such that it will lead to maximizing the
accuracy and minimizing the topic difference between user interests is based on the
user’s interests [8]. One alternative strategy would thus be to get a large quantity of data
from many sources, including the web, and apply techniques to it such as web scraping
and extracting the integral data, and conducting filtering on it [9].

Another strategy for increasing performance is to integrate sequential recommenda-
tion models with content-based filtering and increase performance by highlighting deep
connections between items by deconstructing content-based filtering [10]. Another way
to increase its adaptability is to match the value of the centroid with the attribute value
when a query is performed on Cluster Centroid in the database, and by any means, if
that attribute value is not present, then according to the popularity the particular attribute
can be recommended to the user make it a way to cold-start problem solution [11].

Finding the link between two attributes utilizing a set intersection between two
things and predicting them for suggestions using content-based filtering is another cre-
ative method [12]. The function of the recommendation system is to open many new
possibilities, such as in e-commerce, andmanymore, which leads to state-powerful mar-
keting and advertisement which might lead to multiple sales and even more for the good
of people and the owning firm[13]. It is true that recommender systems have become
important information filtering systems and are still maintaining their supremacy with
different types of alternatives such as content, collaborative, and hybrid case [14]. Other
factors that might improve the model are user correlation and the kinds of phrases that
users search for [15] in the accuracy of the system.

3 Proposed Methodology

Machine learning is an area of research that focuses on comprehending and developing
techniques that use data to improve performance on a variety of tasks without explicitly
following instructions. These techniques use algorithms and statistical models to analyze
the data and identify trends and patterns. In many facets of computing, machine learning
is commonly used to streamline and better facilitate operations. One machine learning
method uses a recommender system, where a large number of algorithms work together
to extract features from a large amount of data and create meaning from it. This ensures
that the results produced are closely related to the data for which they were generated,
ensuring that themodel generates andmaintains good accuracy.Contrary to that, it should
not be maintained with the currently in use method, but rather, it should be continuously
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upgraded by experimenting with new algorithms and comparing it to other algorithms
for efficacy.

Here, in our model, we have used multiple algorithms to construct the model which
includes NLP (Natural Language Processing) algorithms and distance algorithms i.e.,
Count Vectorizer, Porter Stemmer, and Cosine Similarity.

3.1 Count Vectorizer

It is a utility made available by the Python sci-kit-learn module. Natural Language
Processing (NLP) andTextAnalytics both employ the common feature extractionmethod
known as the Count Vectorizer. It’s a quick and easy method of turning a group of text
documents into numerical feature vectors, where each dimension reflects the quantity
(or count) of a certain word or token used in the document.

The Count Vectorizer algorithm operates as follows:
Text preprocessing: Cleaning and preparing the text data is the first stage in the

text preprocessing process. To do this, all characters must be changed to lowercase,
punctuation must be eliminated, and words must be stemmed or lemmatized to return
them to their original form.

Tokenization:The text must then be separated into individual words or tokens, which
can be accomplished using strategies like word or character tokenization. Building the
vocabulary: Following that, the algorithm creates a vocabulary out of all the distinct
words or tokens in the text input. A list of every word that appears in the book, coupled
with an individual index for each term, makes up the vocabulary.

Encoding the documents: The next stage is to turn each written document into a
numerical feature vector after the vocabulary has been established. This is accomplished
by calculating the frequency of each word in each document’s vocabulary and setting
the frequency as the value of the relevant dimension in the feature vector.

Normalization: Using methods like TF-IDF (Term Frequency-Inverse Document
Frequency), which gives uncommon words a greater weight and frequent words a lower
weight, the countsmay be normalized to avoid high-frequency terms frompredominating
the feature vectors.

Return the feature matrix: The feature vectors for all the text documents are then
integrated into a single feature matrix, where each row corresponds to a text docu-
ment and each column to a word in the vocabulary. To represent text data as numerical
characteristics that can be utilized as input to machine learning algorithms, Count Vec-
torizer is frequently used in NLP applications such as sentiment analysis, document
categorization, topic modeling, and more.

3.2 Porter Stemmer

The Porter-Stemmer method is employed in natural language processing for text nor-
malization and word reduction. The Porter-Stemmer algorithm’s major objective is to
break down words into their stem, which facilitates word analysis and comparison. The
Porter-Stemmer method eliminates affixes like prefixes and suffixes by applying several
heuristics or rules to the ends of words. The word “running,” for instance, would be
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reduced to its stem, “run,” via the Porter Stemmer algorithm. The “-ing” suffix and any
additional affixes that can be eliminated based on the established guidelines are deleted
to do this. To simplify words while maintaining their semantic meaning, the algorithm
applies the rules in a certain sequence.

In NLP applications including document categorization, sentiment analysis, and text
summarization, the Porter-Stemmer method is frequently employed. The technique can
aid in lowering the dimensionality of the text data by breaking down words into their
most basic forms, making them simpler to process and analyze. Furthermore, stemming
can enhance the effectiveness of machine learning algorithms by lowering the number
of unique words and data variance.

3.3 Cosine Similarity

A measure of similarity between two non-zero vectors in an inner product space is
called cosine similarity. The quantitative comparison of two texts or collections of texts
is frequently done in information retrieval (IR) and natural language processing (NLP).
Measurement of the cosine of the angle between two vectors is the fundamental concept
behind cosine similarity. The cosine value ranges from -1 to 1, with 1 denoting perfect
similarity and -1 denoting complete dissimilarity.

The following is the formula for the cosine similarity between two vectors A and B:
cos(�) = (A * B)/(||A|| * ||B||)where A and B are the vectors under comparison, ||A|| and
||B|| are the vector magnitudes, and “*” denotes the vectors’ dot product.

The process by which cosine similarity operates is to first transform text data into
numerical vectors, each of whose dimensions indicates the count or frequency of a
particular word in the source material. The cosine of the angle between the vectors is
then calculated by comparing them. The two vectors are more similar when the cosine
value is higher, and more different when the cosine value is lower.

Cosine similarity is used in NLP and IR applications to compare the similarity
between two documents by contrasting the vectors that describe the texts. As an illustra-
tion, given two documents D1 and D2, we may generate vectors for each one based on
the frequency of terms in each document, and then use cosine similarity to assess how
similar the two vectors are to one another (Fig. 4).

cosine similarity = Sc(A,B) := cos(θ) = A · B
‖A‖‖B‖ =
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3.4 Category Distribution of Dataset

The Tmdb 5000 movie dataset offers a wide range of genres, allowing for the creation
of an effective recommendation engine and the selection of films that are relevant to the
content. The aforementioned graph shows how many different genres the movies in the
Tmdb dataset contain, and it is obvious from the projection that the dataset’s movies
have the most drama, comedy, thriller, and action content (Fig. 5).
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Fig. 4. Representation of Cosine Similarity algorithm

Fig. 5. Different Genres of Movies in the Dataset

Therefore, after closely examining the various film genres, we came to know that,
aside from a few genres that the suggested films shared, the target film shared the same
genre as the other top 5 films. Simply using the contradiction and the information on
whichwe are working causes us to provide recommendations that also include additional
variables like actor names, director names, and production names (Fig. 6).

4 Discussion

Content-Based Recommender System helps provide recommendations based on content
that is being endorsed by the user. From a user’s perspective, it cannot be guaranteed that
he/she will like any other recommendation that is recommended based on assumption.
So laying more stress on the user perspective, a content based recommender system
can play a major role in the generation of content with holding minimum risk factors.
In addition, content-based recommendation systems have inherent limitations, which is
why collaborative and hybrid recommender systems are also available. However, in the
beginning, stages of development, every tech service or product makes use of a content-
based recommendation system to learn about users’ preferences and mentalities. This is
because, at the end of the day, users like to use the services, and if the user experience
is poor, it will devalue the product or service, which could have unfavorable effects.
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Fig. 6. Confusion Matrix on target and recommended genres on a particular movie “Avatar”

Fig. 7. Recommendations similar to “Avatar”

Fig. 8. Recommendations similar to “Batman”

Currently, recommendation systems are employed across all platforms, including
those for entertainment, e-commerce, and technology, which improves user experience.
Given this backdrop, it is obvious that recommender systems are crucial to improving
the user experience and that they must continually improve to provide the best possible
accuracy.

5 Results

To understandwhat happens when amovie is selected as the target and the recommended
movies, i.e., the top 5 movies being recommended by the engine (Figs. 7, 8, 9 and 10).
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5.1 Flow Architecture of Movie Recommendation System

The User Interface must first be launched to initiate the recommendation system. Here,
you are prompted to choose amovie from the list of available films. The basic functioning
of the system begins when the user selects a movie and clicks the “recommend” button.
The system then analyses the type of content the user has chosen, generates its vectors and
begins comparing that content with comparable movies. The output for movies is then
shown, including movie names and their posters, on the U.I. The Streamlit framework
is used to obtain the movie posters via the Tmdb API (Fig. 11).

5.2 Working Architecture of Content-Based Recommendation System

Fig. 9. Recommendations similar to “El Mariachi”

Fig. 10. Recommendations similar to “The Dark Knight Rises Movie”
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Exploratory Data Analysis

Text To Vector Conversion

Find Similarity between Vectors

Enter the movie

Get more Recommendations using CountVectorizer 
and Cosine Similarity by clicking on recommend

Top 5 movies will be 
recommended

Fig. 11. Architecture of content-based recommender system

6 Conclusion

There has been a lot of progress made in the realm of product recommendations, such as
formovies. Themost effective recommendation algorithms are provided by digital giants
like Netflix, Amazon, and YouTube. But since the process of making recommendations
for any product is dynamic because every day more and more people sign up for the
services and their needs can change, a recommendation systembased on older algorithms
won’t be able tomake recommendations ormightmake them, but only to a limited degree.
So, with continued study, the effectiveness and accuracy may be enhanced.

In this study, we used one of the most popular datasets from the Kaggle library to
develop a content-based recommendation system that accurately recommends movies
based on factors like cast members, directors, and production names. We developed
a user interface (UI) using Streamlit to replace this model and give a better perspec-
tive, clarity, and comprehension of what happens when a user selects a movie and the
recommendations produced by this recommendation engine.
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