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Abstract. Lung Disease treatment is crucial in the medical industry since it is the
third most prevalent cause of mortality worldwide. Recently, assistive solutions
have greatly benefited from the use of technologies like deep learning andmachine
learning. This involves the use of a variety of technologies, including Magnetic
resonance imaging (MRI), isotopes, X-rays, and CT scans. Unfortunately, using
auscultation to identify these disorders requires qualified doctors, and this app-
roach is insufficiently objective. So, it is essential to have a mechanism for accu-
rately recognizing. The proposed method successfully converts recorded audio
signals into spectrogram images utilizing the time-frequency approach and deep
convolutional neural network (CNN) with prior training which achieved a 94%
validation accuracy. The primary objective of this project is to identify healthy
lungs and respiratory conditions using ICBHI 2017 data set. As this project con-
sidered all seven classes of respiratory sounds at once, the findings based on this
framework are superior to those obtained using earlier methods.

Keywords: Respiratory sounds · Pulmonary sounds · Convolutional neural
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1 Introduction

Lung sounds can indicatemany things about your respiratory health and disease.Making
sure that you hear your lung sounds can help you determine if there are abnormalities
in your breathing. The air movements and changes in the lung tissue that occur during
breathing arewhat cause the noises that a personmakeswhen they breathe. The two basic
kinds of lung sounds are normal lung sounds and aberrant lung sounds. While crackles
and wheezes are considered problematic lung sounds [1], bronchial and vesicular noises
are considered typical lung sounds. Respiratory sound disorders can be identified based
on lung sounds.

Respiratory disorders are a leading cause of sickness worldwide, causing over 4
million premature deaths annually, second only to cardiovascular disorders. Currently,
CT scans and chest X-rays are commonly used to diagnose these disorders, but they are
expensive and emit radiation. Listening to the lungs with a stethoscope is helpful, but
not conclusive. Machine learning (ML) could provide a more accessible and accurate
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diagnostic tool, especially in rural or undeveloped areas lacking resources. Adventitious
sounds, such as crackles and wheezes, detected during lung auscultation, are crucial
in the diagnosis of respiratory disorders. Automating the identification of these sounds
through ML can facilitate the early detection of these disorders.

Researchers in [1] and [3] employed convolutional neural networks (CNNs) to
classify respiratory sounds, and the CNN model surpassed standard machine learning
approaches in terms of accuracy. Abnormal breath sounds include low-pitched rhonchi
caused by blockages in big airways and high-pitched crackles associated with diseases
such as pneumonia, bronchitis, and asthma. Stridors and wheezes are also sounded that
indicate respiratory conditions and cough patterns can be used to analyze lung sounds
for conditions such as widened or narrowed airways, fluid-filled air sacs, and stiff lungs.
Studies have detected crackles and wheezes in lung sounds using the short-time Fourier
transform spectrogram.HereCNN [14] andMFCC [2]were used in anotherwith reduced
accuracy. However, no research has classified respiratory illnesses based on lung sounds,
such as bronchiectasis, pneumonia, bronchiolitis, COPD, URTI, and healthy.

Many recent studies have explored accurate and reliable multi-class classification
of respiratory diseases based on lung sounds. The relationship between cough patterns
and respiratory conditions, such as widened airways, a narrowed airway, fluid-filled air
sacs, and stiff lungs, can be established in [4], same can be applied to analyzing the lung
sounds.

The MLNN approach [5] used single and double hidden layers with the Levenberg–
Marquardt (LM) algorithm, but no deeper layers were explored for potentially better
results. Mel spectrograms were used for convolutional networks to classify respiratory
audios, with a Variational Convolutional Autoencoder (VAE) [6] proposed to improve
unusual classes. However, more sample and training data are needed for more accurate
results and to determine the model’s true accuracy. The studies [7] demonstrate the
potential of machine learning and deep learning approaches for accurate and reliable
multi-class classification of lung sounds.

According to this study [8], K closest neighbor (KNN), decision trees, artificial
neural networks (ANN), and SVM were determined to be the most suitable among
several classification algorithms when it came to feature selection. Nevertheless, it does
not differentiate between mild, moderate, and severe illness severity levels. One of the
key challenges in this field is to extract informative features from lung sounds that can be
used to classify different disease categories. In the study by Rocha [9], the authors used
the ICBHI 2017 challenge database for multi-class classification of normal, wheezes,
crackles, and combination wheezes.

Due to the inability to hear lower frequency waves, physician expertise, and the
surrounding environment, the manual stethoscope may result in misdiagnosis or undi-
agnosed illnesses. So, using electronic stethoscopes [10], as a substitute, can save lung
sounds as signals within a computer, allowing time-frequency analysis for better and
more accurate interpretation by medical personnel.



70 V. R. Deeven et al.

Table 1. Respiratory Cycle dataset

Disease No. of patients

Bronchiectasis 16

Pneumonia 37

COPD 793

Bronchiolitis 13

URTI 23

Healthy 25

2 Materials and Methods

This framework involves acquiring respiratory audio sounds, standardizing their length,
converting them to Mel spectrogram images, and classifying them into different cate-
gories using a convolutional neural network. The model is built using Keras and Tensor-
flow, and its accuracy is assessed through a signal test, which shows better results than
previous methods.

2.1 Data Acquisition

Data for the researchwas collected from the ICBHI challenge and includes 920 annotated
audio samples from 126 participants with both healthy and respiratory illness conditions.
Table 1 presents the number of patients for each class of disease. Several stethoscopes,
including the AKGC417L, Meditron, Litt3200, and LittC2SE, were used to record the
audio. The rate of sampling extends from 4kHz to 44kHz, and the keeping time spans
10s to 90s.

Respiratory sounds of both healthy people and those with respiratory illnesses are
included in the data samples. All age categories, including infants, teens, adults, and
the elderly, are represented among the patients. The collection consists of 920 annotated
audio samples from 126 participants that span 5.5 h and 1,864 out of the 6898 respiratory
cycles have crackles, 886 have wheezes, and 506 have both features.

2.2 Data Preprocessing and Feature Extraction

The dataset used in the study contained unstructured data and anomalies. To standardize
the data. We used the Python module Librosa to trim and pad to a length of 20 s of the
audio files to standardize the data. The following describes the deep learning pipeline’s
preprocessing stage. The acoustic files from the LRTI and asthma patients were first
deleted. This was due to the lack of patients and audio data in those classes. Each sound
filewas loaded intomemory using a sampling rate of 11,025 and divided into 512-sample
segments, which were converted into 40 MFCCs with frequencies ranging from 50 to
2k. As a result, the 917 sound files produced an MFCC of size 431x40.
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Fig. 1. Spectrogram images of respective diseases

Figure 1 represents the spectrogram images of the diseases and healthy lungs where
(a) isBronchiectasis, (b) isCOPD, (c) isURTI, (d) is asthma, (e) is LRTI, (f) is pneumonia
and (g) isHealthy. The audio recordingswere thereafter subjected to speed augmentation,
and during data augmentation, iterations over each sound file were conducted to extract
features using MFCC. The Neural network was given these spectrogram characteristics
for further categorization. By taking time-varying air pressure samples and performing
a quick Fourier Transform to convert them into the frequency domain and subsequently
produced the Mel-Spectrogram by converting the frequency into a Mel scale and the
color dimension into the amplitude. The sound’s transient power spectrum was used.
The audio recordings underwent speed augmentation, and features were extracted using
MFCC through iterations over each sound file during data augmentation. The Neural
network categorized the recordings based on these spectrogram features.

2.3 Model Explanation

The CNN classifier uses convolution to extract features, followed by MaxPooling2D to
optimize specifications and reduce overfitting risks. GlobalAveragePooling2D is used in
the final layer, and SoftMax is used to activate the output layer and interpret the output
number as a probability (Fig. 2).

The model architecture consists of multiple layers with varying numbers of filters
and kernel sizes. The first layer has 64 kernels of size 3 and uses ReLU activation. The
input layer has dimensions of 63 x 64 x3 and a max-pooling stride of 2. The second layer
has 128 filters of size 3 x 3 and uses ReLU activation. The third layer has 256 filters with
a 3x3 kernel and no shift invariance mechanism. A Dense-1 layer with 512 hidden units
is added, followed by a 30% dropout to combat variation. The last layer (Dense-2) uses
‘soft argmax’ as a transfer function for multi-class classification. Padding is used in the
second layer for Soft and Log Mel spectrum, and “valid” padding is used for MFCC
feature extraction.
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Fig. 2. Schematic diagram for model explanation

The ‘flatten’ layer is used to convert the 2-Dimensional arrays into a single lin-
ear vector. The output layer has six neurons representing bronchiectasis, pneumonia,
bronchiolitis, COPD, URTI, and healthy. The suggested model’s CNN architecture is
presented in Table 2. The noise level in audio inputs is often higher than in image inputs.
The Adam algorithm, which combines stochastic gradient descent and the RMSprop
method, provides better weight optimization logic and hyperparameter tuning. It offers
faster convergence and optimized performance compared to other optimizers like SGD
and ADAGrad.

3 Results and Discussion

3.1 Performance Analysis

The confusionmatrixwas employed (see Fig. 3) for purposes of assessment and analysis.
The accuracy can be computed by the number of accurate forecasts divided by the total
number of predictions given by-

Accuracy = True Positive + True Negative

True positive + True Negative + False positive + False Negative
(1)

Precision and recall are provided as metrics to assess the model’s effectiveness. To
account for both FPs and FNs, the F1-Score often combines accuracy and recall into a
single metric. It comes from –

Precision = True Positive

True Positive + False positive
(2)

Recall = True Positive

True Positive + False Negative
(3)
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Table 2. The architecture of the proposed model

Layers Shape (Output) Parameters

Convolution_2D (1) (None, 62, 62, 32) 896

MaxPooling_2D (1) (None, 31, 31, 32) 0

Convolution_2D (2) (None, 29, 29, 64) 18496

MaxPooling_2D (2) (None, 14, 14, 64) 0

Convolution_2D (3) (None, 12, 12, 64) 36928

MaxPooling_2D (3) (None, 6, 6, 64) 0

Convolution_2D (4) (None, 4, 4, 32) 18464

MaxPooling_2D (4) (None, 2, 2, 32) 0

Dropout (None, 2, 2, 32) 0

Flatten (None, 128) 0

Dense (1) (None, 128) 16512

Dense (2) (None, 7) 903

92,199

F1− score = 2True Positive

2True Positive + False Negative + False Positive
(4)

The dataset of 126 individuals was split into training and validation sets, with 80%
used for training and 20% for validation. The model’s performance was evaluated using

Fig. 3. Confusion Matrix
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a confusion matrix, with precision and recall calculated for each type of lung sound. The
accuracy, recall, and f1-score are determined using the confusion matrix in Table 3.

Using spectrogram pictures and categorizing them into three groups, they were able
to achieve an accuracy of 87% using VGG - BDGRU, as demonstrated in [10]. Even
though we just employed 2D CNN, we outperformed them with an accuracy of 94.26%
and categorized them into 6 classes. The first study used an MLNN [11] with a damped
least squared method with one and another with two hidden layers, achieving accuracies
ranging from 90% to 95.43%. The double hidden layer neural network was found to be
preferred, but further layers were not explored. The second study used a hybrid neural
model [12] with CNN and LSTM, achieving accuracies of 73.69% and 76.39%. This
proposed model using 200 batches and 70 epochs optimized with the Adam approach
achieved higher accuracy and required less time for training.

Figure 4 (a) displays the training and validation accuracy curves, with training accu-
racy at 0.9741 and validation accuracy at 0.94. Figure 4 (b) shows the corresponding
loss curves, with training loss at 0.0870 and validation loss at 0.1827.

Table 4 lists the CNN model’s training parameters and accuracy. In this project,
200 batches were allocated, and 70 epochs were set as the default to avoid any over- or

Table 3. Classification Report

Precision Recall F1-score Support

COPD 0.99 0.98 0.98 165

Healthy 0.67 0.57 0.62 7

URTI 0.67 0.50 0.57 4

Bronchiectasis 1.00 0.75 0.86 4

Pneumonia 0.38 1.00 0.55 3

Bronchiolitis 0.00 0.00 0.00 1

Accuracy 0.94 184

(a)                                                              (b) 

Fig. 4. Accuracy curve and Loss curve
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Table 4. Accuracy and other elements

Optimizer Epochs Sample Size Training Time (minutes) Accuracy

Adam 70 200 6 min 94%

under-fitting and proposed model was optimized using the Adam approach since it is
computationally effective, uses less memory, and performs better with noisy input data.
Based on the epochs and Sample size, the model’s overall accuracy was determined.

3.2 Comparison of Existing Work and Current Study

Table 5 compares our proposed model with related works and demonstrates that our
model achieves the highest accuracy of 94%. While the model presented in [1] achieved
accuracy equal to the proposedmodel, it was limited by the availability of data for certain
illnesses such as bronchiectasis and pneumonia. We used innovative techniques such
as data augmentation and normalization to preprocess the data and remove unwanted
noises from other body parts. The present study outperformed similar research in the
categorization of respiratory disorders.
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Table 5. Comparison of related works

Study Model No. patients No. recordings No. classes Accuracy

- Proposed Model 126 6896 Normal, Asthma,
Bronchiectasis,
Pneumonia, COPD,
URTI (6)

94%

[1] CNN 15 2140 Normal, monophonic
wheeze, polyphonic
wheeze, stridor, fine
crackle, squawk,
coarse crackle (7)

94%

[2] CNN + LSTM 126 6896 Normal, wheeze,
crackles, and both
(4)

74.3%

[3] SVM/CNN 1630 15,328 Normal, rale
rhonchus (3)

80%

[5] SVM 155 - COPD, Healthy (2) 65%

[8] KNN 50 50 COPD, Normal (2) 93%

[10] VGG - BDGRU 384 1152 Normal, asthma,
pneumonia (3)

87%

[13] CNN 126 6896 Normal, crackles,
wheezes, crackles +
wheezes (4)

71.5%

4 Conclusion

In this paper, straightforward and less demanding resources on CNN-based deep learn-
ing assistant methods help professionals in medicine to identify lung disorders using
respiratory sounds. In comparison to many other models already in use, the proposed
model’s average accuracy in classifying lung sounds into different respiratory states was
94% for the tabletop position. The implementation of models taught by deep learning in
clinical contexts to support physician decision-making is made possible by this work.

The capabilities of a machine learning model can be enhanced to aid doctors in
detecting various medical conditions, including the probability of a heart attack based on
the sound of heartbeats. Strategies such as data augmentation, deep learning, and feature
normalization may be utilized to enhance performance. Additionally, future initiatives
may focus on pinpointing the exact region of lung disease diagnosis in audio sessions.
While initial goals have been met, further work is required to improve the model’s
precision before it can be used in hospitals.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
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included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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