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Abstract. Bone quality is essential in dental implant planning for successful 

implant placement. Bone quality can be determined based on bone density ob-

served from Beam Computed Tomography (CBCT) images which are common-

ly used in dental implant planning. The most accepted classification of alveolar 

bone quality is that proposed by Lekholm and Zarb (1985), classifying bone in-

to four types based on the density of cortical and trabecular bone observed from 

CBCT images. Currently, determining the type of alveolar bone in the implant 

area depends on the clinician's subjectivity. This study uses deep learning to 

propose an alveolar bone quality classification system from CBCT images. The 

YOLOv4-tiny method, a detection and classification method with excellent per-

formance and fast training time, was used to detect and classify alveolar bone 

from 2D dental CBCT images of mandibular coronal slices. The results of bone 

quality classification yielded a mean precision value of 99.91%. The study find-

ings indicate that YOLOv4-tiny can accurately classify alveolar bone density. 

This precision is essential for proper dental implant placement and implant 

planning. 

Keywords: Alveolar Bone, Bone Quality, Classification, CBCT images, Dental 

Implant, Detection, YOLO. 

1 Introduction 

Dental implants are a reliable treatment option to replace missing teeth. Before im-

plant surgery, dental implant planning is carried out by analyzing dental images re-

sulting from radiographic processes. CBCT imaging is a well-established radiograph-

ic modality in dental implant treatment planning that is becoming more popular and 

widely employed in oral health care [1].  

The success of dental implants depends on the quantity and quality of the jawbone 

[2]. An assessment of bone quality is available by looking at the bone density at the 

implant site. However, due to the limited availability of CT-scan modalities in dental  
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clinics, bone quality classification from Lekholm and Zarb (1985) has been common-
ly used in daily practice. Lekholm and Zarb classified bone quality into four types 
according to the cortical and trabecular bone ratio, which can be assessed using 
CBCT images [3]. Poor bone quality has been consistently reported as one of the 
main risk factors for implant failure. Therefore, an appropriate assessment of the qual-
ity of alveolar bone is needed in planning dental implants to ensure the success of 
dental implant therapy.  

Studies regarding the classification of bone quality from CBCT images using deep 
learning are still not widely carried out. The first study to evaluate bone density was 
performed using a 3-D deep convolutional neural network (CNN) on CBCT images. 
The trabecular pattern of the bone was recognized and classified into four classes 
according to Misch (D1, D2, D3, and D4). D1 is the most dense bone, and D4 is the 
least dense. The result of classification accuracy is 95.2% [4]. Studies for bone classi-
fication based on Lekholm and Zarb using deep learning on CBCT images have yet to 
be carried out. 

Object detection is identifying objects in an image, drawing bounding boxes 
around them, and classifying them. A state-of-the-art object detection system, You 
Only Look Once (YOLO), uses deep learning to detect and classify objects simulta-
neously [5]. Research on detecting alveolar bone using the YOLO method from 
CBCT images has been successfully carried out with excellent performance. The 
alveolar bone detection results from CBCT 2D grayscale images using the YOLOv3-
tiny method yield a mean average precision (mAP) of 98.6% [5]. Meanwhile, the 
Dental-YOLO method, an efficient version of YOLOv4 specifically developed to 
detect alveolar bone and mandibular canal, produces an average precision of 99.37% 
in detecting alveolar bone [6].  

This study proposes a classification of alveolar bone quality from dental CBCT 
images using the YOLOv4-tiny method. YOLOv4-tiny is one of the YOLOv4-based 
lightweight YOLO series methods proven to produce excellent and fast detection 
performance [7]. The efficient version of YOLOv4 has been shown to detect alveolar 
bone with impressive performance [6]. Therefore, the YOLOv4-tiny method is suita-
ble for use in this study which performs the alveolar bone detection process. The 
YOLOv4-tiny model will detect alveolar bone from the 2D dental CBCT image input, 
then the bone type and the classification confidence value are displayed as the result 
of alveolar bone classification. The results of alveolar bone classification can be used 
to help clinicians in dental implant treatment planning according to the type of alveo-
lar bone. 

2 Methodologies  

2.1 Alveolar bone quality classification 

The alveolar bone quality is an essential factor that must be considered for a success-
ful dental implant [3]. A grading method devised by Lekholm and Zarb to define the 
relationship between cortical and trabecular bone can be used to determine the quality 
of alveolar bone [2]. There are two systems of bone quality classification proposed by 
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Lekholm and Zarb (1985). The first classification, the type of bone quality, is classi-
fied into four types, as depicted in Fig. 1 [8]. The second classification, three new 
classes, is added to the first classification, subclasses of types 2 and 3 [9].  

This study uses the first bone quality classification system. The classification of 
bone quality consists of four types, namely [9]: 

• Type 1: Entirely homogenous cortical bone  
• Type 2: Thick layer of cortical bone surrounding a core of dense trabecular bone 
• Type 3: Thin layer of cortical bone surrounding a core of dense trabecular bone 
• Type 4: Thin cortical bone layer surrounding a low-density trabecular bone core. 

 
Fig. 1. The classification of bone quality according to Lekholm and Zarb [8]. 

The quantity of cortical bone is essential for the implant's main stability, whereas 
trabecular bone is crucial for long-term stability [8].  Although type 1 ensures optimal 
implant stability, research has indicated that types 2 and 3 have the most excellent-
long-term outcomes, whereas type 4 results in the most frequent premature implant 
loss. 

2.2 YOLOv4-tiny 

Object detection involves the task of localizing and classifying some of the objects 
that may be present in an image. Two steps are taken in object detection; the first is to 
find the object’s location marked with a bounding box, and the second is to classify 
the object in the bounding box into the appropriate class [10]. 

You Only Look Once (YOLO) is a high-accuracy and high-performance detection 
and classification technique. YOLO's architecture comprises three parts: the back-
bone, the neck, and the head [6]. The YOLOv4-tiny technique is built on the 
YOLOv4 approach and has a smaller architectural size, resulting in faster training 
time and object detection speed. It uses the CSPDarknet53-tiny backbone network 
instead of the YOLOv4 CSPDarknet53 backbone network [11]. The CSPDarknet53-
tiny network employs the CSPBlock module in a cross-stage partial network. The 
CSPBlock module divides the feature map into two parts and joins them using a 
cross-stage residual edge. The CSP-Block module can improve the convolution net-
work's learning capability to improve accuracy.     
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Fig. 2. YOLOv4-tiny architecture. 

To speed up processing, the YOLOv4-tiny approach makes use of the CSPDark-
net53-tiny network's LeakyReLU activation function. The YOLOv4-tiny technique 
uses a feature pyramid network to extract feature maps with two scaled feature maps, 
13 × 13 and 26 × 26. Fig. 2 depicts the YOLOv4-tiny architecture for recognizing and 
classifying alveolar bone types using 2D dental CBCT image input from coronal slic-
es. 

3 Result of Experiment 

3.1 Dataset 

This study used 2D CBCT dental images of mandibular coronal slices from 26 pa-
tients.  Image obtained from Airlangga University Surabaya Dental and Oral Hospital 
Education, with ethical clearance certificate number 617/HRECC.FODM/V/2023. 
The 626 images representing the alveolar bone in the implant area are used for system 
training and testing. Two dental radiologists from Airlangga University Surabaya 
Dental and Oral Hospital Education determined the ground truth of the alveolar bone 
type for each image. After that, the ground truth image is annotated with the labelImg 
annotation tool. The alveolar bone was annotated with bounding boxes and the quality 
type (type 1/2/3/4). The total number of alveolar bone annotations created was 767, 
including 102 type 1, 381 type 2, 196 type 3, and 88 type 4 annotations. 

Table 1. The number of annotations for each alveolar bone type 

 Train set Test set 
Dataset Type 1 Type 2 Type 3 Type 4 Type 1 Type 2 Type 3 Type 4 
1 82 301 159 73 20 80 37 15 
2 71 269 138 62 31 112 58 26 
 
Two tests were performed to evaluate the performance of the YOLOv4-tiny model 

by splitting the dataset into two distinct proportions. The first dataset (dataset1) is 
split into 80% train set and 20% test sets, while the second dataset (dataset2) is split 
into 70% and 30%. Table 1 shows the number of annotations for each alveolar bone 
type in each dataset. 
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3.2 Metrics for Evaluation 

The classification performance was evaluated using precision, recall, average preci-
sion, mean average precision, and F1-score.  

The precision (P) is the ratio of positive samples (TP) among predicted positive 
samples (TP + FP). as shown in Equation (1) [12]. 

 𝑃 = !"
!"#	%"

	× 100%  (1) 

The recall (R) ratio is a ratio of correctly predicted positive samples (TP) to labeled 
positive samples (TP + FN), as shown in Equation (2). 

 𝑅 = !"
!"#	%&

	× 100%  (2) 

The average precision (AP) summarizes a precision-recall curve as the weighted 
mean of precisions at each threshold, with the recall increase from the preceding 
threshold used as the weight, as shown in Equation (3) [13], where Rn and Pn are the 
precision and recall at the nth threshold.  

𝐴𝑃 =	∑ (𝑅' −	𝑅'()) ×	𝑃''  (3) 

The mean Average Precision (mAP) is the mean of AP of each class, as shown in 
Equation (4) [5]. The mAP is calculated by finding AP for each class and then averag-
ing over some classes (N). 

𝑚𝐴𝑃 =	 )
&
∑ 𝐴𝑃*&
*+)  (4) 

Equation (5) indicates that the F1-score is the harmonic mean of precision and re-
call. The F1-score is a measure of the precision-to-recall ratio. When the F1-score is 
high, it indicates that precision and recall are both strong. A lower F1-score indicates 
more significant imbalance in precision and recall. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 	 ,	×"./0*1*2'	×	3/0455
"./0*1*2'#3/0455

 (5) 

 
 

3.3 Alveolar Bone Classification Performance 

The detected alveolar bone is marked with a bounding box. Class type classification 
results are marked by different colors on the bounding box, and class type labels 
(1/2/3/4) are written on the top of the bounding box, followed by the confidence score 
of the alveolar bones are classified to that type. An example of the results of alveolar 
bone quality classification for four types of alveolar bone quality can be seen in Fig. 
3. 
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     Type 1 

 
    Type 2 

 
    Type 3 

 
    Type 4 

Fig. 3. Classification results of four types of alveolar bone quality. 

The YOLOv4-tiny detection model is implemented using the Darknet framework. 
The settings in the YOLOv4-tiny training configuration file are batch size 64, subdi-
vision 64, number of classes 4, so max_batches is 8000, step 6400 and 7200, and filter 
27 all YOLO layers. YOLOv4-tiny trained weights were used to make inferences on 
the test images.  

YOLO only displays detected objects with a confidence factor equal to or greater 
than a specific threshold value. In this study, experiments were conducted for two 
thresholds: 0.25 (the default threshold utilized by YOLO) and 0.5.  

The test results using the best weight for the classification of each type of alveolar 
bone quality can be seen in Table 2. From the test results, alveolar bone type 1 
achieved the best classification results with an AP of 100% in all datasets and thresh-
olds. The worst classification results were in alveolar bone type 3, where the number 
of FPs was the largest in both the dataset and threshold. 

Table 2. Classification test results for each type of alveolar bone quality 

 Dataset1  Dataset2 
 Threshold 0.25 Threshold 0.50  Threshold 0.25 Threshold 0.50 
Type  AP 

(%) 
TP FP AP 

(%) 
TP FP  AP 

(%) 
TP FP AP 

(%) 
TP FP 

1 100 20 1 100 20 1  100 31 0 100 31 0 
2 99.69 78 1 99.69 76 0  99.98 112 1 99.98 111 1 
3 99.72 37 8 99.72 37 6  99.80 58 6 99.80 57 3 
4 100 15 0 100 13 0  99.86 25 0 99.86 25 0 

 
 
Table 3 shows the classification performance of YOLOv4-tiny on datasets 1 and 2. 

Dataset2, which splits training and testing data by 70% and 30%, produces a slightly 
better classification performance than dataset1, which divides data by 80% and 20%. 
The classification performance of dataset1 produces the best mAP is 99.91%, whereas 
dataset2 is 99.85%. 
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Table 3. The alveolar bone quality classification performance in dataset1 and dataset2 

 Threshold 0.25  Threshold 0.5 
Dataset mAP (%) F1-score P R  mAP (%) F1-score P R 
1 99.85 0.96 0.94 0.99  99.85 0.96 0.95 0.96 
2 99.91 0.98 0.97 1  99.91 0.98 0.98 0.99 

 

4 Discussion 

Alveolar bone from 2D dental CBCT image input coronal slices of the mandible can 
be detected very accurately using YOLOv4-tiny. In addition, the YOLOv4-tiny meth-
od also produces excellent performance for classifying alveolar bone quality into four 
types, according to Lekholm and Zarb. The confidence score for most classification 
findings is 100% or close to 100%. The mAP is generated for all experiments by 
changing the proportion of data, and the threshold reaches 99%. 

YOLOv4-tiny predicts detection results using two feature maps of various scales, 
13 × 13 and 26 × 26. Because alveolar bone objects can be seen clearly and are rela-
tively big, these two feature maps are suitable for classifying alveolar bone and pro-
duce excellent classification results. As a result, a three-scale feature map, as utilized 
in YOLOv4, is unneeded, because a third feature, 52 × 52, is better suited for recog-
nizing tiny objects.  

The YOLOv4-tiny method can classify alveolar bone with the best mAP of 
99.91%. As shown in Table 3, the resultant precision is lower than the recall. It is 
because the number of false positives (FP) is higher than the false negatives (FN), 
especially for the detected type 3 alveolar bone. FP mainly occurs in the alveolar 
bone, which is classified into multiple types. As shown in Table 3, the higher the 
threshold, the higher the precision value. This implies that the FP is decreasing. How-
ever, the recall is decreasing as the FN grows larger; that is, there is an alveolar bone 
that cannot be detected. 

Figures 4a and 4b show examples of FP. The left alveolar bone in Fig. 4a was clas-
sified as type 2 bone with an 81% confidence factor and type 3 bone with a 27% con-
fidence factor. Because the confidence factor type 2 and type 3 are more than 0.25, 
two left alveolar bone bounding box outputs are produced if the threshold value is 
0.25, as shown in Fig. 4a. However, if the threshold value is 0.5, just one output, bone 
type 2, is created. The left alveolar bone in Fig. 4a is type 2 bone, resulting in a false 
positive for type 3 bone classification.   In Fig. 4b, the left alveolar bone has a confi-
dence factor of 63% for type 2 and 55% for type 3. Two bounding boxes will be pre-
sented with a threshold of 0.25 and 0.5 since the confidence factor value for both 
classes is larger than the threshold. However, Fig. 4b displays just one bounding box 
on the left alveolar bone since the location of the bounding box for type 2 and type 3 
is almost similar. There is also a false positive for type 3 bone in this case since the 
ground truth of the left alveolar bone is type 2 bone. Figure 4c depicts a false nega-
tive. The right alveolar bone was not identified as an alveolar bone. The ground truth 
alveolar bone on the right is type 4. The alveolar bone on the right has a confidence 
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factor of type 4 of 15%. Because the confidence factor is less than the threshold (both 
0.25 and 0.5 were employed in the experiment), the alveolar bone on the right in Fig. 
4c was not correctly recognized as the alveolar bone. 

  

 
a 

 
            b 

 
            c 

Fig. 4. Examples of missclassification results. 

 
 The CBCT scan shows that greater density alveolar bones seem whiter, whereas 

lower density alveolar bones appear darker.  Most type 1 alveolar bone is white, indi-
cating entirely homogeneous cortical bone. Meanwhile, quality type 4 is white with a 
thin border of alveolar bone surrounding the darker bone in the center. Types 1 and 4 
bones can be distinguished more easily, however types 2 and 3 bones may not be as 
easily distinguished. The majority of false positives in the studies occurred in alveolar 
bone, which was classified as type 2 and type 3. Variations in cortical and trabecular 
bone can contribute to differences in subjective classification [9]. By taking into con-
sideration all possible combinations of cortical and trabecular bone and being able to 
reduce false positives of bone quality classification types 2 and 3, it is necessary to 
develop a bone quality classification system based on the revised version of bone 
quality classification from Lekholm and Zarb. 

5 Conclusion 

The YOLO4-tiny detection and classification method successfully detected and classi-
fied bone quality based on the bone quality classification proposed by Lekholm and 
Zarb with outstanding performance. The performance of alveolar bone classification 
into four types of bone quality achieves the best mean average precision of 99.91%. 
These excellent outcomes have the potential to enable automated bone quality evalua-
tion in dental implant planning. To improve the determination of bone quality types 2 
and 3, a bone quality classification system can be developed using the newer version 
of the YOLO method and the revised version of the bone quality classification system 
by Lekholm and Zarb.  
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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