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Abstract. This theory driven chapter documents a robust assessment strategy for 

writing in English that makes innovative use of technology and Rasch analysis to 

ensure highly efficient administration and fair and accurate grading of student 

work. The assessment strategy is flexible for both face to face and off campus 

administration, and offers an adaptable yet rigorous assessment tool that can sur-

vive the uncertainty of ever-changing delivery modes. The approach could be 

applied to any course seeking to assess student learning through written assess-

ment such as essays or projects. This is an important consideration given the po-

tential growth of distance and remote teaching worldwide in the wake of the 

Covid19 pandemic. The chapter contributes to on and offline formal written as-

sessment, practical use of multi-faceted Rasch analysis, and highlights the im-

practicality of online proctoring software in this particular context. 
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1 Introduction 

Across the MENA region, the desire to move from ‘oil-reliant’ to ‘knowledge’ econo-

mies has seen governments and other influential actors invest heavily in education and 

technology [1]. In the UAE, the drive for educational excellence has seen English me-

dium instruction (EMI) become the norm across K12 and tertiary education, where 

teaching occurs in a technology rich environment of 1:1 device deployment, Smart 

screens, online assessment and Learning Management Systems (LMS). Degree courses 

are largely taught in English, and students wishing to enter a degree program must meet 

an internationally benchmarked level of linguistic proficiency in order to obtain admis-

sion. For the federal institutions, this is currently a score of between 5.0 and 6.0 on the 

International English Language Testing System (IELTS), or the corresponding score 

on the nationally administered English proficiency test, the EmSAT. Students who do 

not achieve this can enroll on an English preparatory course in order to reach the re-

quired proficiency. This course is a prime example of the technologically rich teaching  
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deployed for each student, all materials are online and accessed through a Learning 
Management System (LMS), and assessments are carried out 100% online. 

Success on the preparatory course is measured through a combination of course work 
assessments and final written examinations. The course does not employ an external 
examination (e.g. IELTS), nor the nationally recognized proficiency test (EmSAT). 
However, the validity and reliability of the preparatory course is recognized as robust 
by the institution, and consequently is accepted as proof of proficiency to progress to a 
degree program. A central pillar of the course’s assessment strategy is testing students’ 
written language skills through formal tests, worth 25% of the final grade. It is this key 
aspect that this chapter seeks to investigate. 

Although writing assessments are delivered online through the LMS, the assess-
ments take place in strict face to face environments. The COVID-19 emergency, how-
ever, necessitated the moving of all courses, and consequently the same assessments, 
into fully online delivery. While exerting enormous pressure and disruption on profes-
sional roles and practice [2] this appears to have taken place successfully. Writing ex-
ams were administered, students were assessed, and successful students were able to 
progress to degree programs in similar numbers to pre-COVID course delivery. This 
suggests that the writing assessments remained robust in terms of standards, but were 
flexible enough to adapt to the challenges of pandemic delivery modes. This deserves 
closer examination. 

 

2 Research focus 

Through the lens of Cultural Historical Activity Theory [3-5], three questions are ad-
dressed: 

 

1. How is writing formally assessed in the laptop-mediated English language class-
room? 

2. How flexible is the assessment process in terms of on and off campus delivery? 
3. What tensions exist within the assessment process? 

 
The English preparatory course has created a robust yet flexible procedure for the 

formal assessment of students’ writing skills in English. This procedure has been ap-
plied in both face-to-face traditional contexts, and online remote delivery, servicing 16 
campuses and upwards of 1500 students. Technology is utilized at all stages from LMS 
delivery, to online marking and Rasch analysis and the delivery of a fair mark to stu-
dents. Closer examination of this model may result in practices that can be shared and 
championed beyond the current context, and a research contribution to assessment in 
English for Academic purposes (EAP) and English Language Teaching (ELT) settings, 
formal written assessments, online assessment delivery and flexible delivery modes.  
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3 Literature Review 

If the acquisition of a particular language skill is important, then it becomes necessary 
to assess the proficiency of that skill. Writing is no exception [6]. Indeed, it is only by 
assessing current writing ability that we can help students progress [7]. Key themes in 
writing assessment in this context are the impact of technology, manual and automatic 
evaluation of writing, assessment rubrics, Rasch analysis and online proctoring. 

3.1 The impact of technology  

Classroom technology advocates point to significant improvements in students’ written 
abilities where devices are deployed in classrooms. In the USA, clear gains in stand-
ardized written assessments have been described in one-to-one laptop programs [8, 9]. 
These claims have been echoed in the UAE [10-12]. This is especially significant given 
the poor scores on written tests such as IELTS in the region. For example, the overall 
IELTS score in the UAE is 4.97, below the required entry for federal institutions [13]. 
If we are to measure these improvements then robust assessment procedures are neces-
sary. The model under investigation utilizes technology at all stages, and if truly robust 
would allow valid and reliable measurement of claims as to the positive impact of tech-
nology on student writing itself, a ‘positive tool for supporting student learning’ [6]. 

3.2 Manual and automatic writing evaluation 

Evaluating writing manually raises issues over quality and efficiency. Holistic single 
grading, for example as employed by the Test of English for International Communi-
cation (TOEIC), prevents raters from distinguishing between various aspects of writing 
including control of syntax, complexity of vocabulary, coherence or organization, and 
so on. There are also issues of consistency – one rater’s 4 is not necessarily another’s 
interpretation of a 4. Furthermore, analytic scoring based on “such features as content, 
organization, cohesion, register, vocabulary, grammar, or mechanics” is very time con-
suming  [6]. The “brute force approach of 100% double marking” will achieve tight 
control over grades quality, but is “profligate, expensive and inefficient” [14]. An al-
ternative to both is statistical marking, for example targeted reviews where experienced 
markers double check a sample of scripts [Raikes & Shaw, 2005 in 14]. 

Technological advances have seen a rise in automatic writing evaluation tools 
(AWE) that compare a student’s work against a large database of writing in the same 
genre, and recent research has investigated the possibility of AWE feedback improving 
student writing [15-17] . Beyond this, The Pearson Test of English (PTE) employs 
AWE, and describes itself as a “breath of fresh air…without an examiner’s bias” [18]. 
While research has shown good correlations between machine and human scoring, fur-
ther pedagogical research is needed [19], and debate over the use and effectiveness of 
AWE is generally polarized between AWE as an effective tool or a refusal to believe 
that it can truly evaluate a piece of written work [20]. Indeed, AWE may not be a ‘sub-
stitute for human intuition’ [21]. The model in question may support the case for human 
evaluation. 
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3.3 Assessment rubrics 

Writing is often evaluated through a rubric, or set of criteria, when manual marking is 
applied. Such rubrics may take the form of can-do statements, similar to those used in 
the Common European Framework of Reference (CEFR) [22]. For Shaw and Weir [14], 
the CEFR is best used as a ‘heuristic device’, rather than being prescriptive. The rubric 
used in the research site is an adaptation of the CEFR writing can-do statements. This 
rubric use mirrors internationally recognized writing assessments such as IELTS, where 
raters assign ‘bands’ to score a piece of writing. An alternative to rubrics might be 
comparative judgement. Comparative judgement presumes that an individual is more 
able to compare two performances than assign a score to a single one [23]. Basically, 
assessors compare pairs of scripts, deciding which one is better. This is repeated by 
different assessors until all the writing has been ‘compared’ several times by several 
assessors. The scripts can then be placed on a scale of performance that generates ex-
tremely reliable results of educational performance [24]. This may be an alternative to 
the ‘brute force’ of double marking using rubrics. However, ‘criterion-referenced’ 
marking using rubrics remains the norm [7]. 

3.4 Rasch analysis and writing evaluation 

Rasch models, first proposed by George Rasch in 1960, are probabilistic measurement 
models using sophisticated mathematical procedures to calibrate parameters such as 
test-taker ability and item difficulty in an assessment setting [25]. Recent research ex-
amples include studies into the development of raters’ rating ability [26], and an inves-
tigation into rater severity at a university in Kuwait [27]. Rasch analysis has also been 
applied to AWE, suggesting that the automated system had greater consistency than 
human markers [28]. The application of Rasch models to writing assessment is of on-
going interest. 

3.5 Online proctoring 

Worldwide, online proctoring tools have generated significant controversy, as either 
the good proctor or big brother [29]. Questions also arise over ethical concerns with 
artificial intelligence in academic proctoring [30], with some arguing that ‘the story of 
online proctoring is difficult to disentangle from surveillance and policing’ [31], citing 
the need to create counter-narratives to the increasing adoption of such tools [32]. 
Online proctoring remains a polarizing subject. 

4 Theoretical framework  

This chapter takes activity theory as the theoretical framework. Rather than focusing 
on isolated elements activity theory allows consideration of the whole system. 
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Vygotsky [33] uses the following example. Imagine a student is trying to understand 
why water extinguishes fire. The individual elements, hydrogen and oxygen, are flam-
mable and fire-sustaining. The extinguishing qualities of water are lost when you break 
the system into components [34].  Similarly, we cannot truly understand how an assess-
ment is being designed and administered by considering isolated elements. Each ele-
ment and complex interrelation needs to be considered in terms of the whole system 
[35]. The complex, multi-faceted process of assessment needs a complex theory that 
considers multiple elements. Activity theory has this utility. It provides the language 
and conceptual tools to describe and analyze the complexity of social situations like 
education [36-38]. There are 3 important concepts to consider. 

4.1 The activity system 

In activity theory, the unit of analysis is the activity system. An activity system could 
be a team, a department, an institution, a social system or practice. Regardless of size 
or scope, it is represented by the activity system [39]. See Figure 1. 

 
Fig. 1. the activity system as a node in a network of activity systems 

All activity is social, and has an object with intended outcomes. The interaction be-
tween the subject (the individual, group or organisation) and object (the aim of the ac-
tivity) is mediated by tools or instruments, which can be physical objects, concepts and 
ideas or social others. The activity system also includes rules, community and division 
of labour. Rules mediate between the subject and the community, while the division of 
labour mediates between community and object. In the example of a school or college, 
teachers (subjects) use instruments (course books, online quizzes, pedagogy) to teach 
their subject (object) with the intended outcome of students passing the course. There 
are rules of classroom behaviour, a wider community of students, teachers, parents and 
management, and expectations over who does what in and out of class (division of la-
bour). 
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4.2 An inter-related network 

Activity systems do not exist in isolation, but are in fact nodes in an inter-related net-
work of systems. This is shown in Figure 2. 

 
Fig. 2. the activity system as a node in a network of activity systems 

Returning to the example of teaching, we have teacher training (subject producing ac-
tivity), materials creation (instrument production), object activity (for example, assess-
ment) and rule producing activity. There may also be a culturally more advanced ver-
sion of the central activity itself. Developing nations, for example, might look to west-
ern education models as an ideal mirror for their own activity. 

4.3 The principle of contradictions 

All activity has an intended outcome, for example a school wants students to success-
fully pass their courses. The presence of unintended outcomes – for example, student 
failure and attrition – suggests the presence of contradictions. Contradictions are dis-
ruptions in, or between, nodes of the activity system, or between neighbouring systems 
in an inter-related network. The introduction of a new tool, for example a new course 
book, might lead to contradictions causing failure. A new technology might cause a 
negative reaction among teachers, again leading to failure in the intended outcome. 
Contradictions can be mapped to the activity system as shown in Figure 3. 
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Fig. 3. Contradictions mapped to the activity system 

It is important to identify contradictions. Solutions can then be applied, leading to the 
creation of new, more effective activity, through a process called expansive learning.  

The framework of activity theory guides this project at all stages, from research de-
sign, to data collection, to analysis and presentation of results. The model of writing 
assessment is examined and presented in terms of an activity system and analyzed ac-
cordingly, as are tensions or contradictions and potential solutions. 

5 Methodology 

Activity theory is a qualitative framework, and qualitative research methods informed 
the data collection. The central activity of writing assessment is carried out by the As-
sessment Unit (AU). The AU members are the primary subjects for interview, although 
they remain anonymous in this report.  Interviewees are referred to by letter and number 
(A1, A2 etc.) to avoid identification by gender or nationality. Once ethical approval had 
been obtained from the institution, all participants signed a consent form, and were able 
to withdraw participation at any time. 

The interviews were based on Marken’s [40] 6-step model. See Figure 4. 
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Fig. 4. Marken's interview protocol 

Semi-structured face to face or video conference interviews took place, and the record-
ings were then transcribed and analysed. Follow up interviews took place through 
email, and member checking of results was carried out. 

6 Findings 

The writing assessment process for the preparatory course is both straightforward yet 
complicated. It can be broken down into six clear inter-related activity systems, en-
gaged to different degrees and complexity at the stages of pre-test, during-test and post-
test. The six activity systems are  

1. Assessment Creation Activity 
2. Management Activity 
3. Assessment Administration Activity 
4. Test Taking Activity 
5. Assessment Marking Activity 
6. Assessment Grading Activity 

 
 

6.1 Stage 1: pre-test 

Assessment Creation Activity takes place prior to every assessment, and also involves 
Management and Administration. The five Assessment Unit (AU) members meet to 
choose suitable questions from a bank of prompts. This is a historical record of writing 
questions (or prompts) created by trained teachers following strict guidelines. One 
member of the AU explains 
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…we need to make sure that the prompts are things the students can write about 
[and] within their knowledge and experience…we don’t want to make any of the 
prompts unfair…(A1) 

Furthermore, the AU team strives to avoid 
…bias towards either gender…or anything else…(A1) 
The system is a ‘streamlined process’ that ‘seems pretty robust’ (A3). 
Prompts are also checked for cultural appropriateness.  
An Emirati, a member of the writing assessment committee, helps check the cul-

tural/religious aspects and possible L1 influence that may cause confusion. (A4) 
Teamwork is crucial as ‘it shouldn’t be an individual process’ (A1). At this stage, 

the prompts are double-checked by management.  
…it’s good to have someone who’s not a member of the AU, who hasn’t gone 

through the process…[to] run their eyes over that…(A1) 
Once approved, the prompts are sent to Administration. There are six prompts for 

any assessment that are distributed randomly to students via the Learning Management 
System (LMS). Administration configures the settings on the LMS including pass-
words, instructions, duration etc. as required. The tests are administered through a ded-
icated LMS course in which all current students are enrolled. Students with special 
Educational Needs (SEN) are enrolled separately with any required accommodations. 
Management then shares dates, times, instructions and passwords with individual cam-
puses. For large administrations two (or more) sittings might be available. For each 
sitting, a unique bank of 6 prompts is used. An example prompt, as it appears in the 
LMS, can be seen in Figure 5. 
 

 
 

Fig. 5. Example writing prompt on the LMS 

This stage is consistent for both face-to-face and 100% online assessment. For face-to-
face administration, assessments are restricted to college Wi-Fi networks, and browser 
restricting software is employed. For 100% online assessments, there was no network 
restriction but online proctoring software was activated. 

6.2 Stage 2: during-test 

In Test Taking Activity, face-to-face writing assessment follows a traditional proce-
dure. Students sit in exam rooms at separate desks. There are invigilators, or proctors, 
administering the exam and watching behaviour. Mobile phones, notes etc. are banned 
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from exam rooms. However, rather than writing on paper, students access the exams 
via the LMS. The exam is only accessible using a special browser that ‘locks’ students 
into one Internet window. The exams are password protected, restricted to college Wi-
Fi networks and also limited by time and date. For example, an exam released for De-
cember 10th from 9:00 – 10:00 will only be available on that date between those times. 
Furthermore, the exams are timed and automatically submit after 40 minutes once 
started. Note that time can be extended for individual cases such as SEN students. In-
vigilators are expected to be active and vigilant during the exam, and to check that 
exams are submitted correctly when students finish. 

100% online remote assessment during the pandemic followed a different procedure. 
Passwords were not used. Instead, students had to use an online proctoring system in 
order to access the assessment. The system used was built into the LMS and had a series 
of nine steps that students were required to complete before accessing the assessment: 

1. Accept the terms of use 
2. Check webcam and microphone 
3. Read instructions 
4. Read guidelines and tips 
5. Take a photo 
6. Show ID 
7. Perform an environment check (point the camera around the room) 
8. Facial detection 
9. Begin the test 

Students needed practice and training before sitting the assessments in order to be able 
to complete these steps. Failure to complete a step resulted in their being unable to 
access the assessment. As with face-to-face tests, students had 40 minutes to complete 
the assessment once started. A separate video conference room was made available for 
technical support. 

6.3 Stage 3: post-test 

Post-test, Administration extracts the student answers from the LMS, and uploads these 
to the Online Marking System (OMS) for Assessment Marking Activity. The OMS 
allows scripts to be assigned to markers, or raters, who are teachers currently teaching 
the course. Raters access the script and submit marks 100% online. Each script is dou-
ble-marked by two raters. Management approves the release of scripts to raters and sets 
deadlines. Management also monitors the marking and keeps campus management ap-
praised of progress. The OMS is a ‘very robust marking platform’ (A2) – raters do not 
receive their own students, have the option to leave comments and can also include 
links if they suspect that a script has been copied or memorised. The interface can be 
seen in Figure 6. 
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Fig. 6. The Online Marking System (OMS) interface 

Raters use a rubric based on the CEFR can-do statements, called ‘bands’. The bands 
allow for analytical scoring, and have descriptors for General (overall), Vocabulary, 
Grammar, Cohesion and Mechanics. Raters give a holistic single band on the system. 
Figure 7 is an example of Band 7 (B1+) and Band 6 (B1) rubrics. 
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Fig. 7. Example of Band 6 and 7 scoring rubrics 

The rubric is widely accepted as robust and effective by those using it. The complete 
rubric has ten ‘bands’ corresponding to CEFR levels, and is able to grade students from 
C1 to below A1. 

 A zero grade is given when a response is “…completely off topic, or does not con-
tain enough original language to accurately mark… [writing bands rubric]”. A memo-
rised answer will likely be off topic. Similarly, language is well above the level may be 
unoriginal, and can often be found on google with a simple search. Such scripts are 
given zero, and a comment, for example “Script is off topic and seems memorised” or 
“Here is a link to the original essay online”.  

Once all the marking is completed, Administration extracts all the data from the 
OMS for Assessment Grading Activity. 

6.4 Rasch analysis 

The use of multi-faceted Rasch analysis is a major differentiator of the preparatory pro-
gram’s assessment process. This chapter does not set out to explain the principles be-
hind Rasch analysis, but instead documents how the tool is used, how it is critical and 
how it effects student grades during Assessment Grading Activity. 

Multi-faceted Rasch analysis is carried out using a program called Facets. Prior to 
data input into the program, the assessment unit first identifies any scripts that received 
zero. If both raters scored zero, ideally supported by comments such as a link to the 
original text, then the script is removed from the analysis. Raters should leave a com-
ment with their zero grade as 

… [it’s important] so we know why an essay has been given a zero…(A1) 
True zero scores do not need to go through the process as there is no fair average 

score possible. A zero score means the text is unoriginal, or too short to rate, so it is not 
possible to generate a score. If only one rater has given zero, then the AU double checks 
the script and acts as a third rater. If the zero is merited, then the script receives a double 
zero score and is removed from the analysis. If the AU feels an actual score is merited, 
then this score replaces the zero and the script remains in the system for analysis. 

Each rater, and each student, is given a unique identifier number. The input data for 
Facets essentially consists of student identifier, rater 1 identifier and score, rater 2 iden-
tifier and score. This is then put into Facets and the program carries out multi-faceted 
Rasch analysis. Facets uses sophisticated mathematical procedures, and is able to meas-
ure each rater’s leniency and consistency, and arrive at a fair average score for each 
student. A fair average score is a score that has been adjusted for rater severity or leni-
ency, and is basically the score that student would have received if marked by two raters 
showing zero leniency or severity. Ideally, a rater will measure neutrally on leniency, 
being neither too strict or too lenient, and will also show consistency in the scores they 
are giving. Consistency is key as Facets can adjust for severity or leniency as long as 
the rater is consistent. Facets identifies ‘problem’ scripts as unidentified observations. 
This is caused when two raters who are normally severe give a lenient score, or lenient 
raters give a severe score. The AU will look at such instances and decide on an actual 
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fair score. As with zero scores, the assessment unit acts as a third marker and the final 
word on any issues. However, only a small number of scripts typically have issues 
identified by Facets. At the end of the process, each student has a fair grade that was 
neither disadvantaged by two overly severe raters, nor falsely advantaged by two ex-
tremely lenient raters. 

Once the analysis is complete, scores are converted to percentages and returned to 
Management. Once Management confirms the grades, they are returned to Administra-
tion, and the final scores are then released to colleges and shared with the students. The 
assessment unit also prepares a report for the teachers. This includes a ‘top raters table’, 
populated by the best raters during that administration because 

We feel that it’s good that raters have an idea…I think people do get sort of a 
sense of pride or achievement… when they’re on the table…(A1) 

Indeed, one rater, on hearing they were number one let out a ‘scream of delight’ 
(A1). It seems the ‘bragging rights’ of being reported as a top rater are valued by the 
raters themselves. The process was essentially the same during 100% online remote 
assessment, although a far greater number of scripts received zero grades for suspected 
academic dishonesty.  

Online proctoring software proved less than successful, and was not ‘much of a de-
terrent’ (A1). Some cases were obvious, for example a different person sitting the test, 
or clear communication with a third party. In other cases, it was more difficult to pin-
point any assessment malpractice. Many of the ‘red flags’ identified by the system 
proved little. Is a student looking at notes, or simply looking away from the screen? Is 
a student talking to themselves, or talking to someone in the room?  

It [the online proctoring system] was a pain. It was very time consuming. And 
again, in the end, there’s nothing we could do. Unless it was absolutely obvious, like 
someone else was doing it… (A1) 

Even with the software, proving academic dishonesty remained very difficult espe-
cially given the nature of the course and assessment. For example, 

With English, all you need is somebody who speaks English [to help you] …but 
when it comes to… multivariable calculus, you need someone who knows how to deal 
with variable calculus (A3) 

In other words, it is relatively easy to be helped with an English exam when com-
pared to specialist subjects. Fortunately, the timing of the pandemic meant some class-
room teaching had taken place, and therefore in-class samples of writing were available 
for comparison. Given the relatively large number of cases, this was then devolved to 
each campus. Writing committees were formed to look at each script in question, com-
pare with the previous sample (where available) and then make a decision over scores. 
In many cases it was easy to identify the original source of copied writing. In other 
cases, the language of the essay (C1 or C2 on CEFR) was clearly well beyond the stu-
dent’s ability and previous sample. Where evidence was clear students received zero 
for the assessment. Where there was ambiguity, students could retake the test, but were 
warned about academic dishonesty. 
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7 Issues 

For the assessment unit, the writing assessment is robust, reliable and well-honed. 
Valid, reliable tests are created, administered efficiently, marked in a timely fashion 
and students receive grades that reflect their writing ability. One member of the AU 
mentioned issues with time 

Major exams like IELTS…go through like a piloting process…we can’t do [that] 
(A3) 

The exigencies of the course do not allow for piloting, but historical bank of prompts 
combined with analysis means that ‘it’s never a problem’ (A3). Another member would 
like to see tighter links between the writing prompts and the course topics, and also 
mentions that typing skills need consideration 

I have personally noticed that some students struggle more than others in terms of 
typing (A4) 

but agrees that overall the process is ‘very reliable’ (A4). 
However, issues do arise during Test Taking Activity and among raters during As-

sessment Marking Activity. Most prevalent during 100% online remote testing, some 
students also attempt to submit essays they did not write during face to face assessment. 
Through sophisticated procedures, such as third-party applications to bypass browser 
lock down systems, some students try to beat the system. The only way to combat this 
is through vigilant invigilation and equally vigilant marking leading to zero grades. For 
online assessment,  

Some sort of online invigilation [is needed], where the teacher… can invigilate 
over zoom or something and keep an eye on the students (A1) 

Such a system has yet to be tried out locally. 
Rater issues relate to extreme severity and leniency, or lack of consistency. The Fac-

ets program identifies those who fall into these extremes, and reports go to Manage-
ment. However, the process lacks a system to deal with consistently ‘extreme’ raters. 
The AU recognises the need to improve feedback, and give useful data ‘in a way that’s 
not going to make people upset’ (A3). Extreme raters cause unexpected responses, and 
lead to more third marking, increasing workload and extending the grades turnaround 
time. One solution might be training, ‘run a session…showing it’s not all wizardry’ 
(A1). Raters need to realise that being too severe, lenient or inconsistent, is not accepta-
ble and is something that needs attention. 

8 Results 

The writing assessment process for the English preparatory course is straightforward 
and robust, yet makes complex use of Rasch analysis to ensure fair grades. 
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8.1 How is writing formally assessed in the laptop-mediated English language 
classroom? 

The assessment process has three clear stages that involve six interrelated activity sys-
tems. These systems are involved to different degrees at each stage of pre, during and 
post-test. This interrelation and interaction are shown in Figure 9. 
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Fig. 8. Summary diagram of the interrelated activity systems during assessment 

 
Writing Assessment as one activity can be mapped as shown in Figure 9. The As-

sessment Unit use tools, namely the LMS, the Online Marking System, Facets (for 
Rasch analysis) and their own assessment expertise with the object of valid, reliable 
assessments giving students fair grades. There are clear rules assessment administra-
tion, and a community of students, college management and teachers. The labour is 
then divided between the six interrelated systems. 
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Fig. 9. The Writing Assessment Activity System 

8.2 How flexible is the assessment process in terms of on and off campus 
delivery? 

The system is extremely flexible. Assessments can be carried out in traditional face to 
face settings, or delivered online through the LMS without any major changes to the 
process. Diligence is needed during marking to identify scripts that are not the students’ 
own work, however. Online proctoring software has not been effective. 

8.3 What tensions exist within the assessment process? 

There are two major tensions in the process. Firstly, some markers are overly severe or 
lenient, and action is needed to address this issue. This is mapped to the activity system 
as Contradiction 1 in tools. Secondly, some students try to submit work that is not their 
own, especially during 100% online administration. This is mapped to the activity sys-
tem in Figure 10 as Contradiction 2 in rules.  

 

Fig. 10. Contradiction 1 and 2 

9 Discussion 

Technology is a key component in the writing assessment process for the English pre-
paratory course. The assessments are delivered online through an LMS, whether ad-
ministered face to face or remotely. Scripts are submitted online, and marking also takes 
place online. Facets software is utilized to carry out Rasch analysis and ensure fair stu-
dent grades. Writing is a key skill, and therefore it is necessary to assess it  [6]. 
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Technology enhances the whole process, ensuring valid assessments, smooth admin-
istration and fair grades. While the Assessment Unit do not mention any advantages in 
terms of the teaching of writing, teachers on the course know that their students are 
assessed fairly. Teachers are made aware of their leniency (or otherwise) and con-
sistency, and it would be interesting to investigate further what, if any, washback this 
has into classroom teaching. This could support those claiming improvements to writ-
ing as a result of classroom technology [8-12]. A robust assessment procedure is able 
to accurately measure writing ability, and thus becomes a  ‘positive tool for supporting 
student learning’ [6]. 

The process does employ the “brute force” approach of double marking [14], but has 
the advantage over external examinations such as IELTS in that it does not need to 
‘pay’ its markers. The teachers – markers - are already employed by the institution, and 
marking takes place during working hours, thus removing cost issues. The use of Rasch 
analysis allows for the monitoring of marking standards and the fair ‘balancing’ of stu-
dent grades. Without Rasch, a student could be unfairly advantaged or disadvantaged. 
A student with a true writing band of 5 might have two severe markers who score their 
work as 4. On the other hand, two lenient markers might score the script a 6. By using 
Facets software harshness and leniency can be identified and moderated. Similarly, sit-
uations with disagreement, for example marker 1 gives a 6 and marker 2 gives a 4, can 
also be identified, and moderated. By giving the markers feedback on their performance 
there should also be improvement in the standard of marking leading to less severity, 
leniency and inconsistency. Not only is the procedure robust, but the standard of mark-
ing is also monitored to ensure high standards. Statistical marking [14], to replace dou-
ble marking through targeted review, is a future possibility,  but is unfortunately ‘lim-
ited…by our system (OMS)’ (A3). The AU does, however, recognize that this is a path 
worth pursuing. 

Another strength of the process is the marking rubric. Although grades are holistic, 
there are diagnostics for grammar, vocabulary, coherence and orthographic control, 
employing the CEFR as a ‘heuristic device’ [14] that means students writing ability is 
firmly anchored to a measured and recognized scale with ‘explicit and systematic scor-
ing criteria’ [7]. One member of the AU mentioned the possibility of using AWE, but 
recognizes that ‘the software is not there for us yet’ and ‘it could get quite complicated 
and expensive’ (A3). AWE is not yet a viable option, and human evaluation remains 
key [21]. Similarly, comparative judgement [23, 24], as an alternative to rubrics and 
double marking, is something ‘we disagree on’ (A3) and thus remains at an early pilot 
stage. 

The procedure is flexible, and was able to efficiently switch to 100% remote testing 
during the pandemic. However, online proctoring software was not successful. The in-
terviewees did not demonstrate dystopian views of online proctoring as big brother 
[29], ethical concerns [30] or make comparisons to police states [31], but instead take 
a more practical counter-narrative. Except in obvious cases the software did not work, 
and the task of checking ‘red flags’ was onerous, time consuming and ineffective. Ac-
ademic dishonesty was dealt with instead through vigilant marking procedures. For 
100% remote assessment, alternatives to online proctoring software should be found. 
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This experience of the impracticality of the software in this context is a valuable con-
tribution to the counter-narratives [32]. 

The strength of the whole system is shown by the fact that only two contradictions 
are identified. Inconsistent marking is identifiable, with further training suggested as a 
solution. The problem of academic dishonesty is perhaps thornier, but the interviewees 
were confident in the ability of the system and markers to identify most cases, and 
procedures are in place to deal any issues. 

 

10 Conclusion 

The Writing Assessment activity and process described here is robust, uses technology 
effectively, and guarantees accurate and fair assessment for all students. It could pro-
vide a model for other institutions with the same technical capabilities and available 
resources. The model is a good example of how Facets and Rasch analysis can be used 
in a practical context, and further research could examine the effect and washback this 
has on the actual teaching of writing. The model also shows the impracticality of online 
proctoring software in this context, and suggests that one solution might be live online 
proctoring, perhaps using video conference software. Finally, the complex activity de-
scribed here demonstrates how the overall activity of writing assessment is in fact a 
series of interrelated activity systems that contribute to different stages of the process. 
The activity already suggests solutions to the twin contradictions of marker unreliability 
and student academic dishonesty. Solving either issue would only strengthen the pro-
cess further. Writing is an important skill for students in English medium academic 
environments, and therefore it is important to assess that skill. It is equally important 
that this assessment is robust, valid, and produces fair grades for students that reflect 
their true ability. These are the main strengths of the writing assessment process de-
scribed here. 
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        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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