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Abstract. In recent years, the practical application of machine learning and nat-

ural language processing models, such as the random forest model and decision 

tree model, has become widespread. These models have been successfully em-

ployed in various domains, including economic forecasting and sentiment analy-

sis, leading to enhanced convenience in people's lives and improved work effi-

ciency. However, the current predominant use of individual machine learning 

models has exhibited diminishing performance, making it challenging to enhance 

their accuracy in certain cases. The objective of this study is to identify several 

machine learning models with superior performance and subsequently employ 

their output results as independent variables. A new model is then selected and 

trained using these variables to improve accuracy. By utilizing ensemble models, 

the risk of overfitting is mitigated, and the robustness of the models is increased, 

enabling effective handling of complex problems. In the conducted experiment, 

the integration of models resulted in a 0.5% improvement over the original best-

performing single model, achieving an overall accuracy of 85.6%. Notably, this 

enhancement successfully predicted the correct outcomes for 12 challenging data 

points that were difficult to improve using the original single machine learning 

models. 
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The advancements in data science and artificial intelligence have ushered in a
flourishing era across various domains, such as finance [1], medical treatment [2],
retail industry, manufacturing industry, natural language processing and computer
vision. Currently, machine learning plays an important role in financial business
forecasting. With the increasing amount of data, traditional financial business
forecasting methods have been unable to handle large-scale data processing tasks. By
training models, machine learning can extract features from massive amounts of data
and make predictions regarding future trends.

Specifically, machine learning contributes to financial business forecasting in the
following ways. Firstly, it aids investment decision-making processes by employing
sophisticated algorithms to analyze diverse investment options such as stocks, bonds,
and commodities, thereby identifying profitable investment opportunities. For
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instance, the ability to predict stock price trends based on historical data enables
investors to make more informed and accurate buying and selling decisions.
Secondly, machine learning contributes to credit risk assessment by scrutinizing
extensive historical data encompassing a customer's credit history, financial
transaction records, and other relevant information, facilitating an accurate evaluation
of their creditworthiness. These evaluation results can provide more accurate risk
control and customer credit evaluation services for banks and insurance companies.
Lastly, machine learning finds application in fraud detection scenarios, particularly in
payment and credit card transactions. For example, based on the historical data of
consumers, it can identify possible fraudulent transactions and conduct timely
warning and prevention. In short, the application of machine learning in financial
business forecasting can help improve forecasting accuracy, reduce risks, improve
efficiency, and provide more reliable and accurate support for financial and business
decisions [3-5].

In short, the application of machine learning in financial business forecasting can
help improve forecasting accuracy, reduce risks, improve efficiency, and provide
more reliable and accurate support for financial and business decisions.

In recent years, with the explosive growth of data and the continuous improvement
of computing capability, the field of artificial intelligence has obtained unprecedented
development opportunities. In this field, machine learning, as one of the most
representative sub-fields, is widely used in data analysis, predictive modeling and
other tasks. However, although the single-model machine learning method such as
sales forecasting, stock price forecasting, customer churn forecasting, etc. can achieve
satisfactory performance in many tasks, it performs poorly in some scenarios, such as
sparse sample data and overlapping feature distributions, and the generalization
performance of the model will be greatly affected. In [6], it used the decision tree and
logistic regression to predict whether banks will lose customers or not. Although it
used some other methods to improve the model performance like use the K-fold
cross-validation and the data set fits well with these models, it finally the results were
barely satisfactory but not perfect.

In order to overcome the limitations of a single model, this article considered the
application of ensemble model, that is, when each single model finishes their
prediction and output the result as the new variable x then use these variables to train
and study by machine learning models. And evaluate each model to find the best
model of these new variables. Finally get the best output of the integrating model and
compare it with the single model used before.

2 Method

2.1 Dataset Description and Preprocessing

In this study, the dataset is sourced from the Kaggle [7], consisting of 10,000 items
and 14 kinds of features about customers such as credit score, gender, age, etc. The
label of this dataset is whether the customer exited and the 0 stands for the did not exit
and the 1 stands for the exited. In the first step of the preprocessing, some useless
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features like Row Number, Customer Id and Surname were removed when analyzing
the whole data.
2.2 Ensemble model

Logistic Regression. Logistic regression is a statistical modeling technique used for
predicting binary outcomes or probabilities [8]. It models the relationship between the
independent variables (predictors) and the probability of an event occurring. The
logistic function, or sigmoid function, is used to transform the linear relationship into
probabilities. It has been widely used in various fields for binary classification tasks.
It provides interpretable coefficients that represent the influence of each variable on
the outcome's probability.
Support Vector Machine. Support vector machine (SVM) is a popular supervised
machine learning algorithm used for classification and regression tasks [9]. It has
gained significant popularity due to its effectiveness in processing high-dimensional
data and its ability to handle complex decision boundaries. In support vector
machines, the goal of the algorithm is to find an optimal hyperplane to separate
different categories in the feature space. The hyperplane is determined by the subset
of the training sample closest to the decision boundary (called the support vector).
These support vectors play a crucial role in defining decision boundaries and
maximizing the margin between classes. For classification tasks, the goal of SVM is
to find a hyperplane that maximizes the margin between support vectors of different
classes. This enables better generalization and reduces the risk of overfitting.
Random Forest Classifier. Random Forest Classifier is a popular machine learning
algorithm used for classification tasks [10]. It is an ensemble method that combines
multiple decision trees to make predictions. In a Random Forest Classifier, a
collection of decision trees is created, where each tree is constructed using a random
subset of the original features and training data. During training, the algorithm
generates different subsets of the data through a process known as bootstrapping. To
make predictions, each decision tree in the ensemble independently classifies the
input data, and the final prediction is determined by a majority vote or averaging
among the individual tree predictions.

To make predictions, each decision tree in the ensemble independently classifies
the input data, and the final prediction is determined by a majority vote or averaging
among the individual tree predictions.
Decision tree classifier. Decision Tree Classifier is a machine learning algorithm
used for classification tasks. It creates a tree-like model of decisions based on features
and their respective thresholds. In a Decision Tree Classifier, the algorithm starts with
the entire dataset and selects the best feature to split the data based on certain criteria.
This process is repeated recursively for each node until a stopping condition is met,
such as reaching a maximum depth or having a minimum number of samples at a
node. Decision Tree Classifier is advantageous due to its interpretability, as the
decision rules can be easily understood by visualizing the tree structure. It can handle
both numerical and categorical features and is robust against missing data. Decision
trees can also capture non-linear relationships between features.
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Strategy of Ensemble. In order to determine the most optimal weights for each
model's outcome, a process is undertaken whereby the output, denoted as y, from each
individual model is utilized as a new variable x. Then using the machine learning
model to train this integrated dataset to form a better prediction. The advantage of this
integrated model over a single model are as follows: Firstly, when combining the
predictions of multiple models into a new feature can combine the strengths of
different models and improve the predictive power and accuracy of the models.
Secondly, in order to deal with the problem that a single model cannot meet the needs
in some cases, combining the prediction results of multiple models can make up for
the shortcomings of a single model and improve the robustness and generalization
ability of the model. Additionally, the incorporation of prediction outcomes from
multiple models into the training set as new features enhances interpretability,
providing insight into the rationale and foundations underpinning the model's
predictions.

3 Results and Discussion

3.1 The Performance of Various Models

Upon meticulous examination of the confusion matrix shown in Fig. 1 for each of the
four individual machine learning models, it becomes evident that the random forest
classifier emerges as the most adept, attaining an accuracy of 85.7%. From the
detailed analysis from the confusion matrix, the number of predictions as exit which
the label is 1 is bit lower than the support vector machine. This disparity in
performance is attributed to the nonlinear nature of the dataset and the presence of
inherent noise within it. As the random forest classifier is not as robust as the support
vector machine does, these noises may exert some interference on the it.

(a) (b)

666             W. Li



(c) (d)
Fig. 1. The confusion matrix of machine learning models (Photo/Picture credit: Original).

3.2 The Feature Importance of the Model

As Fig. 2 shows, after each model finishes their predictions, the importance of each
feature can be clearly shown. The three most important characteristics are age,
number of products and balance, they add up to more than sixty percent.

Fig. 2. The feature importance based on the random forest model (Photo/Picture credit:
Original).

3.3 The Performance of the Ensemble Model

As shown in Fig. 3, after adopting the integrated model, the accuracy of the model
improved by 0.5 percent, and 12 more data were successfully predicted. When
compare the ensemble model with the best single model made prediction before
which is random forest classifier model, the ensemble model predicts an additional 30
correct data predictions of user who will churn but an additional 18 wrong predictions
of user who will not churn. This may because after model integration, the
performance difference between each original model is too large such as the decision
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tree model were too bad at predicting at true positives in confusion matrix, which is
the user who will not exit, and the dataset imbalances resulted in the integration
method negatively affecting a few category predictions.

Fig. 3. The confusion matrix based on the ensemble model (Photo/Picture credit: Original).

4 Conclusion

This study aims to explore the effect of adopting an ensemble model instead of a
single machine learning model in silent customer prediction tasks. The results show
that the proposed ensemble model has achieved better performance in each evaluation
index, which is obviously better than the single model. It improved the model’s
robustness because the ensemble model uses the set prediction results of multiple base
models, it has a certain fault tolerance for the wrong prediction of individual base
models. This makes the ensemble model more robust in the face of noise and outliers,
and the prediction results more reliable. However, the ensemble also has some
limitations: it reduced the model’s interpretability that ensemble model is less
interpretable than single models. Because the predicted results of the integrated model
are the synthesis of multiple models, it is challenging to directly explain the
contribution of each base model to the results. Therefore, in application scenarios
where model interpretability is emphasized, the use of integrated models needs to be
balanced. Moreover, since the integrated model is essentially an improvement based
on the original single model, the improvement effect will be limited if the original
models have similar performance.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
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which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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