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Abstract. Given the escalating diversity and intricacy of handwritten samples, it 

remains challenging to enhance the accuracy and robustness of recognition algo-

rithms. This study proposed a solution to this problem by optimizing a pre-exist-

ing Convolutional Neural Network (CNN) model for handwritten recognition us-

ing a new dataset. Initially, the model was trained on the MNIST dataset. It was 

then fine-tuned using a self-collected dataset with diverse handwritten styles, em-

ploying transfer learning to capitalize on existing knowledge and alleviate the 

training load. This approach involved freezing certain layers in the pre-trained 

model to prevent overfitting and encourage more generalized feature extraction. 

The model exhibited high accuracy on the MNIST dataset, with a training accu-

racy of 99.07% and a testing accuracy of 99.29%. However, when tested on the 

self-collected dataset, the accuracy dropped to 11.89%. After applying transfer 

learning, the model achieved an improved testing accuracy of 38.46% on the self-

collected dataset. Despite this improvement, the significant gap between training 

and testing accuracy indicated overfitting, suggesting the need for additional 

strategies to enhance model generalization. This study establishes a foundation 

for future work on improving CNN model performance on diverse handwritten 

digit datasets. 
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Handwritten recognition stands as a pivotal challenge within the domains of computer
vision, holding broad application prospects. Its evolution in commercial exploitation
has significantly flourished. Despite the development of numerous efficacious
algorithms over previous decades for handwritten recognition, the escalating diversity
and intricacy of handwritten samples necessitate the enhancement in accuracy and
robustness of these algorithms.

During the nascent stage of handwritten symbol recognition, techniques of digital
image processing were employed, fundamentally based on rudimentary image
knowledge and simplistic image processing techniques. These traditional techniques,
however, demonstrate inherent limitations within the context of handwritten symbol
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verification. For instance, they frequently encounter dilemmas while managing low-
quality images. Studies have demonstrated a comparison between the performances of
various algorithms such as K-nearest neighbor (KNN), Support Vector Machine
(SVM), Backpropagation (BP) neural networks, and Convolutional Neural Network
(CNN) in handwritten digit recognition applications, with the most commendable
recognition rate exhibited by CNN [1].

A plethora of CNN models have demonstrated exceptional performance in this
task. For instance, Liu et al. employed LeNet 5 for implementing the handwritten
recognition [2]. LeNet-5 is an early-stage CNN model, explicitly designed for the task
of handwritten digit recognition. LeNet-5 possesses a relatively small model
complexity, enabling decent performance without demanding extensive
computational resources, thus making it ideal for beginners and basic applications.
Furthermore, Farahbakhsh et al. also considered the application of AlexNet in related
tasks [3]. Though AlexNet was initially designed to address large-scale natural image
classification tasks, its potent representational capability enables it to adeptly handle
handwritten digit recognition tasks, thereby yielding high accuracy. ResNet is another
typical model in this case [4]. By implementing residual connections, ResNet enables
deeper network training, thus enhancing the model's representational capabilities. For
intricate handwritten samples, ResNet may potentially demonstrate superior
performance.

However, most previous models mainly focused on their application on the current
dataset and did not consider their generalization ability on real-world or dissimilar
data. To address this issue, the prime objective of this study is to adjust and optimize
a pre-existing, trained model of a handwritten recognition neural network using a new
dataset of handwritten samples. This novel dataset, comprising an array of different
handwritten styles, will facilitate the model in better adapting to handwritten samples
present in real-world scenarios. In this process, transfer learning will be employed to
capitalize on existing knowledge and alleviate the training load for the new task.
Finally, the methodology will be validated through a series of experiments aimed at
assessing the performance of the model on the new dataset and comparing it with
other handwritten recognition algorithms. The evaluation metrics such as accuracy
will be employed to render a comprehensive assessment of the model's performance.

2 Methods

2.1 Dataset Description and Preprocessing

The source domain dataset used in this study is the MNIST dataset, which is widely
employed in computer vision task. This dataset consists of 60,000 training images and
10,000 testing images, all of which are grayscale images of handwritten digits (0-9),
making the number of categories equal to 10. The sample image is provided in the
Fig. 1.
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Fig. 1. The sample image of the MNIST dataset (Photo/Picture credit: Original).

The target domain dataset for this study was collected from the internet, which
includes 286 different images but with the same categories as the MNIST dataset.

The preprocessing consisted of three parts. Firstly, the dataset underwent a
reshaping procedure to make it compatible with the CNN model, and the pixel values
were normalized by dividing by 255 to scale them between 0 and 1. Secondly, one-
hot encoding was applied to the labels of the dataset. Lastly, reading the new image
data from directories, resizing them to match the dimensions of the MNIST dataset
(28×28). The sample image is provided in the Fig. 2.

Fig. 2. The sample image of the collected handwritten digit dataset (Photo/Picture credit:
Original).

2.2 Transfer Learning-based Convolutional Neural Network

The main model used in this study is CNN. A CNN is a type of deep learning model
which is particularly good at recognizing patterns present in images [5-7]. Transfer
learning was applied in this study to utilize the knowledge learned from the MNIST
dataset to the new target dataset [8-10]. This is done by training the model on the
source dataset, and then "fine-tuning" it on the target dataset, with some layers'
weights frozen to prevent overfitting.

The structure of the CNN used here consists of two convolutional layers each
followed by a max-pooling layer, then a dropout layer to prevent overfitting, a
flattening layer, and two dense layers, the last of which uses the softmax activation
function to output probabilities for each of the 10 categories. The details structure of
the model can be found in Fig. 3.
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Fig. 3. The structure of the constructed CNN (Photo/Picture credit: Original).

The construction and fine-tuning of CNN models are pivotal to the implementation
of the study, with judicious adjustments playing a vital role in enhancing recognition
accuracy.
2.3 Adaptation of a CNN model

In terms of transfer learning, the tactic of freezing certain layers in a pre-trained
model, bestows multiple merits, enhancing the overall efficacy of the model. It brings
computational efficiency by avoiding the update of initial layers' weights,
consequently speeding up the training process. This approach preserves the generic
feature extraction capacity of the CNNs, which tends to occur in the initial layers,
identifying common visual components such as edges and shapes. Furthermore,
overfitting, a common problem when dealing with a small new dataset, is mitigated
by adopting a pre-trained model and limiting the training to the final layers. Lastly,
improved performance on the new task is achieved as the final, task-specific layers
are fine-tuned to adapt to the new dataset's specific features. Collectively, these
benefits ensure a robust model performance with optimized utilization of
computational resources and data when transitioning from recognizing MNIST digits
to classifying hand-written digits in a distinct set of images.
2.4 Implementation Details

Training on source dataset. For the training on the MNIST dataset, the model used
the categorical cross-entropy as the loss function, Adam as the optimizer, and
accuracy as the evaluation metric. The training was implemented with a batch size of
200 and for 10 epochs.
Training on target dataset. For the training on the target dataset, the same loss
function, optimizer, and evaluation metrics were used. However, the training was
carried out with half of the data for validation and for 100 epochs. Before this
training, all layers except the last two were frozen to ensure the fine-tuning process.
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This effectively means that only the last two layers of the model will learn from the
new dataset during the training process. This strategy is particularly useful when the
new dataset is small, as it helps to avoid overfitting by not allowing the majority of
the parameters to adjust to the new data. Instead, the model is forced to extract
features that are relevant to both the original dataset and the new one, thus promoting
the creation of more generalized representations.

3 Results and Discussion

3.1 The Performance of the Model Based on Various Configurations

The experiment evaluated three configurations of the developed CNN. The results are
summarized in the Table 1.

Table 1. The results of models after training and testing.

Model Configuration Training Loss Training
Accuracy

Testing Loss Testing
Accuracy

CNN (trained on MNIST,
tested on MNIST)

0.0303 99.07% 0.0204 99.29%

CNN (trained on MNIST,
tested on self-collected
dataset)

- - 9.0279 11.89%

Transfer learning-based
model (trained on self-
collected dataset, tested on
self-collected dataset)

0.0085 99.30% 14.6861 38.46%

In the experiment, three different configurations of CNN were evaluated for
handwritten digit recognition. The configurations included a CNN trained and tested
on the MNIST dataset, a CNN trained on the MNIST dataset but tested on a self-
collected dataset, and a transfer learning-based model trained and tested on the self-
collected dataset. The first configuration achieved a training accuracy of 99.07% and
a testing accuracy of 99.29% on the MNIST dataset. The second configuration, when
tested on the self-collected dataset, obtained a testing accuracy of only 11.89%. The
transfer learning-based model attained a training accuracy of 99.30% on the self-
collected dataset but a testing accuracy of 38.46%.
3.2 Discussion

It is observed that the model performs exceptionally well on the MNIST dataset.
However, a significant drop in testing accuracy is noted when the model trained on
the MNIST dataset is tested on a different, self-collected dataset. This indicates that
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the model does not generalize well to new data that has a different distribution or
characteristics compared to the MNIST dataset.

The transfer learning-based model exhibits an improved testing accuracy compared
to the model trained only on the MNIST dataset. Despite potential disparities in
background, image quality, and other aspects between the source dataset (MNIST)
and the target dataset (self-collected dataset), they both encompass handwritten digits,
implying a similarity in key features. Consequently, knowledge about digit shapes and
structures learned from the MNIST dataset can be transferred to the new dataset via
transfer learning. During the retraining of the model in the target domain,
modifications need only be made to the features of the background. However, there is
still a considerable difference between training and testing accuracy, suggesting
overfitting to the training data. Further strategies such as data augmentation,
regularization, or employing a more complex model architecture may be required to
improve generalization.

4 Conclusion

In this study, a CNN was designed and implemented for the purpose of handwritten
digit recognition. The initial training was conducted on the MNIST dataset, a well-
established dataset comprising grayscale images of handwritten digits. Subsequently,
the model was fine-tuned using a self-collected dataset through a transfer learning
approach. The experimental results reveal that the CNN performs exceptionally well
on the MNIST dataset, with high training and testing accuracy. However, a significant
decline in performance is observed when the model is tested on a different dataset,
indicating that the model does not generalize well to datasets with different
characteristics. By employing a transfer learning approach and fine-tuning the model
on a self-collected dataset, a better generalization to the new dataset was achieved
compared to the model trained only on MNIST. However, overfitting to the training
data was observed, suggesting that further strategies are needed to improve the
model's generalization capabilities. Future work could involve experimenting with
different model architectures, data augmentation techniques, and regularization
methods to further improve model performance on diverse datasets.
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