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Abstract. This paper introduces the importance of image classification in computer vision. It aims to classify input images into different categories. Traditional image classification methods use manual feature extraction or feature learning to describe images but it is difficult to reveal deep semantic abstract features. It also requires a lot of manual work. This paper proposes an improved ResNet image classification model that solves problems such as computational complexity and overfitting. The proposed method uses smaller convolutional kernels. Data augmentation techniques are also implemented to improve network performance. By doing so, the algorithm achieves higher accuracy. Results of experiments on CUB200-2011 dataset demonstrate that the improved ResNet model achieves a validation accuracy of 95.50%, significantly outperforming other models. However, some overfitting is observed, indicating the need for further research. The results show the capability of deep learning methods, especially for ResNet model in image classification tasks.
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1 Introduction

Image categorization is a significant challenge in the domain of visual computing. This field aims to classify input images into different categories[1].

Inspired by biological functions, neural networks[2] are combinations of certain numbers of neurons. They are applied in many fields such as face recognition and medical diagnosis. Neural networks have strong adaptability and learning ability,
non-linear robustness, and error correction ability.

Traditional image classification methods used manual feature extraction or feature learning to globally describe images and relied on classifiers[3] to determine whether an image contained a certain object. There was a lot of research in this area with algorithms such as SIFT-based image feature matching, Principal Component Analysis (PCA) and HOG-based matching in remote sensing images, SURF and RANSAC-based image matching[8].

Nevertheless, those approaches were limited to extracting basic characteristics like hue, pattern, and contours, which posed challenges in revealing profound, meaningful features and demanded considerable manual labor.

Convolutional Neural Networks (CNN)[5] became the mainstream method for processing image classification problems[2,4]. However, CNN networks[5] could suffer from long model training times, overfitting and imbalanced datasets, all of which could affect model performance and precision. In order to tackle these concerns, the ResNet model was proposed and widely applied in the field of image classification[6]. The ResNet model introduced residual blocks and skip connections, allowing the network to be deeper and wider, thereby improving model accuracy[6]. Unlike traditional CNN networks, each residual block[7] in the ResNet model contained skip connections, allowing information to be directly conveyed from the entrance layer to the outcome layer and reducing information loss within the network[2,6].

Given these challenges, further research and exploration on the ResNet model is required to improve model performance and accuracy.

2 Method

2.1 Convolutional Neural Network

The operating principle of CNN is performing convolution operations on input data through convolutional layers, extracting their feature information[5]. The convolution operation is achieved by convolving filters of different sizes (also known as convolution kernels). By using multiple convolutional layers, CNN can automatically discover deeper abstract features in input data[2]. After the convolutional layer, To reduce computational complexity, CNN utilizes a pooling layer to compress the feature map size. Pooling is usually achieved by down-sampling the characteristics in
an area, such as average pooling or maximum pooling.

By using these components, CNN can automatically learn useful features of input data.

2.2 Residual Network

ResNet is a deeper convolutional neural network model. The core module of ResNet is Residual Block, which increases network depth by introducing residual connections.

In traditional convolutional neural networks, due to multi-layer convolutional operations, information transmission in deep networks becomes very difficult, and signals may disappear or explode, resulting in slow or unable convergence of the network. The innovation of ResNet lies in retaining information spanning multiple layers through residual connections, allowing the network to be deeper and perform better. Fig. 1 is a structure diagram of the traditional ResNet network.

![Fig. 1. Structure illustration of traditional Resnet network (Picture credit: Original)](image)

In ResNet as shown in Fig. 1, each residual block holds a few convolutional layers. In the initial convolutional layer, the input feature map undergoes convolutional transformation to extract features across the extent and altitude of the
picture. The second and third convolutional layers are used to further convolution the feature map and restore it to the same dimension as the input feature map. In order to realize residual connection, ResNet performs addition operations on the input and output between residual blocks, and performs Batch Normalization before activation function ReLU, which improves the robustness and transferability of the model.

Overall, the operating principle of ResNet is to introduce residual links to resolve the obstacles of gradient vanishing and exploding in deep networks, thereby achieving deep network expansion and excellent performance.

2.3 Data Preprocessing

This paper adopts a method of image data preprocessing to prepare image data sets for training and testing of deep learning models as shown in Fig. 2. The training set uses methods such as random rotation, random horizontal flipping, random cropping, and adding padding to enhance the diversity of the dataset, while the testing set only performs center cropping. This preprocessing method is aimed at improving training effectiveness of ResNet model and being able to recognize unseen images after training, which can be used in experiments on various classification tasks[9]. Fig. 2 is a schematic diagram of image types.

![Image Types](Picture credit: Original)

Fig. 2. Schematic diagram of image types (Picture credit: Original)
2.4 The Optimization Of Residual Units

In deep learning, larger convolutional kernels can extract more complex information in one step, but they also face the problem of slow model training and even inability to run on mobile devices due to a large amount of computation. Therefore, this paper replaces the large convolution kernel with smaller ones, as Fig. 3 shows.

![Diagram showing the optimization of residual units](Image)

Fig. 3. shows the before and after network modification (Picture credit: Original)

Before the input passes through net1, an 1x1 convolution layer can be used to reduce the input dimension, greatly reducing the number of parameters to be calculated in net2. Using 3x3 convolutional kernels for computation in Net2 can extract richer feature information, although the computational complexity is relatively high. Before the output passes through net3, an 1x1 convolution layer can also be used to restore the output dimension. In this way, when adding the output and input, the problem of dimensional mismatch is avoided.

3 Results

3.1 Datasets

The CUB-200-2011 dataset [10], used in this study, is a collection of images featuring 200 different bird species. The dataset comprises 11,788 images, with approximately 60 images per bird species. In this paper, the data is partitioned into training and validation datasets with a proportion of 18 to 2. The validation set is employed to examine the training performance trends during each iteration.
3.2 Experimental Settings

This experiment uses four deep learning models to learn the proposed image representation, namely the VGG model, ALEXNET model, standard RESNET model and improved RESNET model proposed.

To reach highest experimental effect, This study employs discriminant fine-tuning to establish the learning rate of the model during the training phase. This is a technology of transfer learning. The latter layer in the model has a higher learning rate than the previous layer. The rate of learning found using the learning rate finder is used as the maximum learning rate, while the learning rate of the other layers is lower and gradually decreases with input. Fig. 4 shows the learning rate curve.

![Learning rate curve](Picture credit: Original)

According to Fig. 4, the loss reaches a minimum at around 0.003. A good learning rate to choose would be the middle of the steepest downward curve - which is around 0.001.

3.3 Image Classification Results

The test is conducted on 942 images, results shown in Table 1. This experiment uses four evaluation indicators: Train Loss, Train Accuracy, Validation Loss, and Validation Accuracy. In Table 1, it shows that compared to AlexNet, VGG, and ResNet, the improved ResNet this paper proposed has a higher recognition rate.
Table 1. The results of four models

<table>
<thead>
<tr>
<th>Model</th>
<th>Train Loss</th>
<th>Train Accuracy</th>
<th>Validation Loss</th>
<th>Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>0.637</td>
<td>78.10%</td>
<td>0.727</td>
<td>75.96%</td>
</tr>
<tr>
<td>VGG</td>
<td>0.082</td>
<td>97.25%</td>
<td>0.240</td>
<td>93.61%</td>
</tr>
<tr>
<td>ResNet</td>
<td>0.278</td>
<td>93.76%</td>
<td>0.396</td>
<td>91.07%</td>
</tr>
<tr>
<td>The modified ResNet</td>
<td>0.073</td>
<td>99.98%</td>
<td>0.733</td>
<td>95.50%</td>
</tr>
</tbody>
</table>

The performance of four models on the training and validation sets is demonstrated in Table 1. From the table, the AlexNet model has a relatively low training and validation accuracy, with values of 78.10% and 75.96%, respectively. This may be because the AlexNet model is relatively shallow and does not learn complex features well.

The VGG model has high training and validation accuracy, at 97.25% and 93.61%, respectively. This indicates that the VGG model can learn image features well, but its training and validation losses are relatively low, suggesting that there may be some overfitting.

The ResNet model has higher training and validation accuracy than the AlexNet model, at 93.76% and 91.07%, respectively. This indicates that the ResNet model can learn image features well, but compared to the VGG model, its training and validation losses have increased, suggesting that there may be some underfitting.

The modified ResNet model performs very well on both training sets and validation sets, with the training accuracy of 99.98% and the validation accuracy of 95.50%. Compared with the traditional ResNet model, VGG model, and AlexNet model, the modified model achieves a 25%, 2%, and 4.8% improvement in validation accuracy, respectively. However, its training loss is very low, but the validation loss is relatively high, suggesting that there may be some overfitting. Thus, techniques such as data augmentation and regularization may be employed to avoid overfitting.

The improved ResNet model replaces large convolution kernels with 7 convolution cores in all four stages, and achieves the same feature propagation by using convolution kernels in the pooling layer. Data augmentation techniques such as randomly rotating, flipping horizontally, and cropping are added during data preprocessing. Compared to the original ResNet model, the proposed method effectively improves recognition efficiency. Primarily, this is due to the fact that data
augmentation methods can enhance the model's ability to generalize and identify patterns even in intricate environments. Regarding convolution kernels, although large convolution kernels can extract the desired feature map size at once, they produce excessive computational complexity. The small convolution kernels used in this study can achieve the desired feature size through multiple feature extractions. In this stage, due to the deep iteration of small convolution kernels, some weakly correlated features are preserved, which greatly strengthens feature description and further improves network classification accuracy.

4 Conclusion

This paper propose a upgraded ResNet network to classify images. It achieves significant improvements in accuracy compared to traditional models such as AlexNet, VGG, and ResNet. The use of data augmentation techniques and smaller convolution kernels is explored to improve network performance and reduce computational complexity. The outcomes of the experiments conducted on the CUB-200-2011 dataset indicate that the ResNet model, after modification, attains a validation accuracy of 95.50%, surpassing other models by a substantial degree.
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