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Abstract. The forecasting of financial time series has long been recognized as a
challenging and important task for both economists and computer scientists. In
recent years, the integration of deep learning and artificial intelligence has
significantly advanced the field of financial time series forecasting. Deep
learning has been demonstrated to yield superior results in handling nonlinear
trends, which are difficult to model using traditional linear models. In this
study, we propose a two-part method that integrates linear and deep learning
models to forecast financial time series. In the first part, we utilize the
Autoregressive Integrated Moving Average (ARIMA) model to filter the linear
trend of the stock and pass the residual value to the second part. In the second
part, we employ a Convolutional Neural Network (CNN)-Bidirectional Gated
Recurrent Unit (BIGRU) neural network with an attention mechanism to
effectively process the residual value and make predictions.The dataset we
selected consists of stocks from the technology sector, and there is a certain
similarity in the trends of these stocks. To improve performance, we use data
migration to improve its performance. To evaluate the proposed model, we use
Mean Squared Error (MSE) and Mean Absolute Error (MAE) to measure its
performance. We compare our proposed method with a benchmark approach,
and the experimental results demonstrate that our method has higher prediction
accuracy. Our approach thus presents significant advantages for forecasting
financial time series.
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1 Introduction

Forecasting has numerous applications across various areas of production and daily
life. For instance, in the retail sector, probabilistic forecasting of product supply and
demand can be employed for effective inventory management, staff scheduling, and
layout planning. In meteorology, forecasting future rainfall and typhoon routes, wind
directions, and other factors can make people's lives more convenient. In the
transportation sector, traffic flow forecasting can lead to the development of
intelligent transportation systems. In the financial sector, forecasting plays a
significant role and can be used to predict interest rates, foreign exchange risks, stock
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market volatility, and other important variables. Financial projections are crucial for
decision-makers and business professionals to make informed decisions regarding
production, procurement, market sustainability, resource allocation, and other crucial
issues [1,2]. Accurate forecasting is essential in data-driven decision-making,
allowing for anticipation of events such as stock market volatility and making
informed decisions based on predictions.
In financial analysis, the analysis of financial time series plays a critical role in

understanding how financial variables, such as investment returns, evolve over time.
Since all financial time series are subject to uncertainty, statistical theory and methods
are fundamental in analyzing financial time series. Financial asset time series can be
regarded as a sequence of random and unknown variables that change over time. In
most cases, it is assumed that the random variable sequence is only defined at specific
locations along the time axis, which constitutes a discrete random process. For
example, a stock's daily rate of return is a discrete time series. In quantitative
investing, the primary objective is to statistically model the time series of investment
product returns to identify any patterns in the returns on various trading days and
forecast future returns, resulting in trading signals. This involves analyzing the
statistical properties of the time series to develop forecasting models that provide
insights into the behavior of the underlying assets [3].
The remainder is arranged as follows. After introducing our model in Section 3,

Section 4 describes the dataset and the specifics of the experiment, and Section 5
wraps up this paper, Section 2 discusses some related work.

2 Related Work

The ARIMA model [4] is a widely recognized and extensively studied method for
linear univariate time series prediction, incorporating Autoregressive (AR), Moving
Average (MA), and Autoregressive Moving Average (ARMA). Linear support vector
regression [5, 6] (SVR) is also commonly used as a conventional regression technique
with time-varying parameters. However, both of these models are limited in their
ability to handle nonlinear time series data.
The nonlinear interdependencies that deep neural networks can capture have been

the focus of much research in recent years. Among the various types of recurrent
neural networks, the GRU has shown promise in numerous nonlinear programming
tasks. In particular, the BiGRU model, which comprises both forward and reverse
GRU, has become widely used in stock prediction due to its ability to gather data-
related information from both directions. The model's limitation lies in its suboptimal
prediction performance when solely employing BIGRU without incorporating CNN
and an attention mechanism.
The DeepAR [7] algorithm is a recommended prediction model for unifying the

modeling of related time series. By utilizing deep learning technology and training
autoregressive recurrent network models on a vast number of time series, it can
effectively learn the global model from related time series, capture complex patterns
such as seasonality, and account for uncertainty growth of data over time to predict
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each time series accurately. The algorithm's disadvantages is the lack of an attention
mechanism, which limits its ability to capture information regarding long periods and
seasons. Consequently, the algorithm may suffer from memory loss when dealing
with extended time series.

3 Models

In the realm of time series analysis, it is often assumed that the data can be
decomposed into two primary components: a linear component and a nonlinear
component. The linear portion is generally characterized by a trend that follows a
straight line or an exponential curve, and possibly includes seasonal or cyclic
fluctuations. On the other hand, the nonlinear portion encompasses all other types of
temporal variability, including irregular or erratic fluctuations, sudden changes, and
irregular oscillations [8]. The ARIMA model is a widely used mathematical model for
statistical forecasting. However, it is best suited for capturing linear trends in the data.
To address the limitation of ARIMA in modeling nonlinear trends, the CNN-BiGRU
model with an attention mechanism has been developed. This model is capable of
capturing nonlinear trends present in the data. To take advantage of the strengths of
both models, an integrated approach has been proposed. This involves combining the
ARIMA model with the CNN-BiGRU model with an attention mechanism.
Specifically, the ARIMA model is used in the front portion of the integrated model to
capture linear trends, while the back portion of the model is a CNN-BiGRU model
with an attention mechanism to capture nonlinear trends. By incorporating both linear
and nonlinear trends into the model, the integrated approach has the potential to
improve the accuracy of statistical forecasting.
Therefore, this paper introduces an attention-driven ARIMA-CNN-BIGRU model,

which utilizes trends from representative stocks within the same technology sector as
assistance. The objective is to enhance forecasting quality and achieve more favorable
investment outcomes.
The ARIMA (p,d,q) model is a common time-series analysis technique that is

represented mathematically by the parameters p, d, and q, where p, d, and q are non-
negative integers. The parameter p denotes the order or number of time lags in the
autoregressive model, while d represents the degree of differencing, which refers to
the number of times the data have been subtracted from their past values. Lastly, the
parameter q is the order of the moving-average model.The mathematical
representation of the ARIMA (p,d,q) model can be expressed as follows:

(1 − i=1
p ϕi� Li)(1 − L)dXt = (1 + i=1

q θi� Li)εt (1)

Where L is the Lag operator. Once the model is fitted, it can be used to forecast
future values of the time series.
Box and Jenkins [4] introduced a widely used strategy for creating ARIMA

models, which consists of three fixed steps. The first step involves identifying and
selecting the appropriate type of model, such as AR (p), MA (q), ARMA (p, q), or
ARIMA (p, d, q). The second step involves estimating the model parameters to
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optimize the model fit. Lastly, in the third step, residual analysis is conducted to
further enhance the model's accuracy.
In this paper, we chose to estimate the parameters using the AIC metric.

AIC =− 2 ln(L
^
) + 2k (2)

The ln(L
^
) notation is the value of the likelihood function, and k is the degree of

freedom, that is, the number of parameters used. Models with smaller AIC values are
generally considered to be better models. There are different ways to calculate the

likelihood function, ln(L
^
)。 We use maximum likelihood estimation of calculation.

This method is slow, but the result is accurate [9].
In the CNN-BiGRU model, the data are initially processed by the CNN

component, and the one-dimensional results are then input into the BiGRU model.
Figure 1 illustrates the one-dimensional convolution process. Typically, hidden layers
include convolutional layers, activation functions, and pooling layers. CNN layers can
transfer local features from high-level inputs to lower layers for more complex
features [10]. The formula and schematic diagram of CNN are as follows:

Y[i] = σ( k=1
K W� [k]X[i + k − 1] + b) (3)

X is the input signal or sequence, Y is the output feature map at position i,W is the
weight vector of the convolutional filter, b is the bias term, K is the size of the
convolution kernel. The size of the convolution kernel, K, is typically an odd number
to ensure that it can symmetrically cover every position in the input sequence.
Moreover, since the size of the convolution kernel is fixed, the length of the output
sequence will be K − 1 units shorter than the input sequence.

Fig. 1. One-dimensional convolution example diagram

The GRU [11] is a type of RNN that is specifically designed to handle sequential
data. It possesses the ability to retain both short and long-term memory and can
selectively forget irrelevant information, thereby enhancing its ability to capture long-
range dependencies. Compared to its counterpart, the LSTM network, GRU is less
susceptible to overfitting and has a faster training speed.The formula and schematic
diagram of GRU are as follows:
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Rt = σ(Wr[Ht−1, Xt] + br) (4)

Where Rt is the reset gate at time step t, σ is the sigmoid activation function, Wr is
the weight matrix for the reset gate, br is the bias term for the reset gate, H(t−1) is the
hidden state at the previous time step, Xt is the input at time step t , and the update
gate:

Zt = σ(Wz[Ht−1, Xt] + bz) (5)

Where Zt is the update gate at time step t, Wz is the weight matrix for the update
gate, bz is the bias term for the update gate. Next, the candidate hidden state:

Ht
~
= Tanℎ (W[Rt ∗ Ht−1, Xt] + b) (6)

Where Ht
~
is the candidate hidden state at time step t , Tanh is the hyperbolic

tangent activation function. Finally, the new hidden state:

Ht = (1 − Zt) ∗ Ht−1 + Zt ∗ Ht
~

(7)

Where Ht is the new hidden state at time step t. However, one of the limitations of
the GRU model is that it is unable to encode information in a backward direction,
which hampers its ability to handle bidirectional information. To overcome this
limitation, this paper employs the BiGRU model, which is a combination of forward
and backward GRU. By leveraging both forward and reverse directions, BiGRU is
able to more effectively manage bidirectional information, leading to superior results.
BIGRU consists of two independent GRUs, so the formula is generally consistent

with that of a GRU. However, the BIGRU model introduces an additional
mathematical formula to its architecture:

Ht = [Htf, Htb] (8)

In this formula, Ht is the hidden state at time step t , Htb is the hidden state in the
backward pass at time step t, and Htf is the hidden state in the forward pass at time step
t . The BIGRU architecture uses both forward and backward passes to learn
dependencies in both directions, while selectively updating and resetting hidden states
using GRU. Figure 2 depicts the architecture of the BiGRU model utilized in this
study.

Fig. 2. One-dimensional convolution example diagram
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Attention plays a crucial role in improving performance on time series tasks.
Attention mechanisms allow the model to selectively focus on specific parts of the
input sequence that are most relevant for making predictions at each time step. By
doing so, attention mechanisms can improve the model's ability to capture long-range
dependencies in the input sequence and make more accurate predictions.

4 Applications and Experiments

In this study, we utilized the annual data of stocks of the technology sector from
January 1, 2018, to December 31, 2022. We conducted our analysis using the
"adjusted closing price" of the stock data. Our experimental data was sourced from
Yahoo Finance.In stock technical analysis, it is more common to use the Adjusted
Closing Price instead of the regular closing price. This preference arises because the
Adjusted Closing Price provides more accurate price data, reflecting the true market
performance. Therefore, we favor the Adjusted Closing Price as it offers a more
precise representation of market conditions. The codes for the technology stocks we
have chosen are AAPL, MSFT, GOOG, and AMZN, corresponding to the companies
Apple Inc., Microsoft Corporation, Alphabet (the parent company of Google), and
Amazon. These are all highly valuable stocks in the US stock market and are highly
representative.
In forecasting time series data, there are generally three approaches: daily

forecasting, short-term forecasting, and long-term forecasting. This article primarily
focuses on the case of short-term forecasting because the ARIMA model is more
suitable for linear predictions in such scenarios. We selected a test set consisting of
stock trading days from December 21, 2022, to December 31, 2022, totaling seven
days. In the ARIMA model, a validation set is generally not required. In the process
of deep learning, we further split the residual sequences from the training data into a
training set and a validation set for training and validating the deep learning model.
To maintain consistency, we also chose a seven-day duration for the validation set.
We begin by applying the ARIMA model to the original stock data to obtain linear

predictions and residuals. We determine the three ARIMA parameters using AIC.
Typically, the ARIMA parameters p range from 0 to 4, d ranges from 0 to 2, and q
ranges from 0 to 4. Within this range, we search for the minimum AIC value to obtain
the best ARIMA model parameters.The ARIMA parameters are shown in the
following table 1.

Table 1. ARIMA parameter values for stocks.

Stock P D Q
APPL 2 2 3
MSFT 3 1 3
GOOG 3 1 3
AMZN 2 1 2
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We calculate the residual values of the data by subtracting the predicted values
obtained from the ARIMA model from the actual values. These residual values are
then used in the deep learning model. To improve prediction accuracy, we transform
these residual values into percentages of the actual values, which helps enhance the
performance of subsequent forecasts. Figure 3 is our residual percentage distribution
plots.
Before feeding the residual percentages into the deep learning model, we perform

data standardization. This process involves scaling the data to a specific range and
transforming it into a specific interval. Normalization can significantly enhance the
model's convergence speed and accuracy. The following is the normalization function
formula we use:

�∗ = (� − ���)/(��� − ���) (9)

Fig. 3. ARIMA forecast plot

We further divided the training data into a training set and a validation set as per
the previous plan. This helps in selecting the best model configuration to enhance the
model's performance and generalization capability. To ensure consistency, our
validation set also contains 7 stock trading days. We processed our dataset using the
sliding window method, which segments time series data into continuous, non-
overlapping subsequences, each with a fixed length. These subsequences are used as
input sequences, enabling the model to capture temporal dependencies and sequence
patterns. Given the characteristics of our dataset, we set the time window size to 5 and
the stride to 1, which will contribute to improving the model's fitting ability.
Next, we compare our utilized deep learning model, the CNN-BiGRU model with

attention, to the baseline models. We divide the comparison process of each stock into
two groups according to whether there is data migration from other technology
sectors. There are 4 stocks in total, so we have a total of 8 groups of experiments to
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compare the deep learning model we proposed with the baseline models. The model
with the lowest MSE is chosen, and the MAE is also investigated for further analysis.
The chosen optimal model is then evaluated for the two most recent time
intervals.Additionally, we compare the anticipated value obtained after residual
restoration to the actual value. Figure 4 is the final stock comparison chart in which
we compare a number of baseline models [12-17]. Table 2 is the performance data
value of our model comparison.

Fig. 4. Comparison chart of predicted value and actual value
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Table 2. Model Performance Results and Its Comparison

Stock Model MSE MAE Stock Model MSE MAE
AAPL
without
data
migration

ARIMA-CNN-
BiGRU-Att 1.2929 1.0427

MSFT
without
data
migration

ARIMA-
CNN-
BiGRU-Att

1.0427 0.9641

ARIMA-CNN-
BIGRU 2.0073 1.2678

ARIMA-
CNN-
BIGRU

1.3911 1.1235

ARIMA-CNN-
BiLSTM-Att 1.5199 1.1189

ARIMA-
CNN-
BiLSTM-
Att

1.1284 1.0138

ARIMA-CNN-
BILSTM 2.0662 1.3139

ARIMA-
CNN-
BILSTM

1.4754 1.1630

ARIMA-
BILSTM 3.5595 1.7471 ARIMA-

BILSTM 2.4784 1.5395

ARIMA-
BIGRU 3.4275 1.6816 ARIMA-

BIGRU 2.3769 1.4921

ARIMA-LSTM 4.4772 1.9751 ARIMA-
LSTM 3.4046 1.8072

ARIMA-GRU 4.4309 1.9305 ARIMA-
GRU 3.2837 1.7653

ARIMA 7.2980 2.3955 ARIMA 11.7324 3.0096
AAPL
with data
migration

ARIMA-CNN-
BiGRU-Att 0.8472 0.8540

MSFT
with data
migration

ARIMA-
CNN-
BiGRU-Att

0.7047 0.7911

ARIMA-CNN-
BIGRU 1.4581 1.0914

ARIMA-
CNN-
BIGRU

1.0866 0.9881

ARIMA-CNN-
BiLSTM-Att 1.0302 0.9063

ARIMA-
CNN-
BiLSTM-
Att

0.8001 0.8404

ARIMA-CNN-
BILSTM 1.5378 1.1396

ARIMA-
CNN-
BILSTM

1.1523 1.0159

ARIMA-
BILSTM 2.8750 1.5786 ARIMA-

BILSTM 1.8954 1.3438

ARIMA-
BIGRU 2.7637 1.5127 ARIMA-

BIGRU 1.7848 1.2907

ARIMA-LSTM 3.8738 1.8362 ARIMA-
LSTM 2.7558 1.6275

ARIMA-GRU 3.7688 1.7821 ARIMA-
GRU 2.6130 1.5745

GOOG
without
data
migration

ARIMA-CNN-
BiGRU-Att 0.3280 0.5590

AMZN
without
data
migration

ARIMA-
CNN-
BiGRU-Att 0.2524 0.4851

ARIMA-CNN-
BIGRU 0.4815 0.6784

ARIMA-
CNN-
BIGRU

0.3449 0.5690

ARIMA-CNN-
BiLSTM-Att 0.3665 0.5845

ARIMA-
CNN-
BiLSTM-
Att

0.2733 0.5093

ARIMA-CNN-
BILSTM 0.5182 0.7040

ARIMA-
CNN-
BILSTM

0.3722 0.5983

ARIMA-
BILSTM 0.7194 0.8320 ARIMA-

BILSTM 0.5893 0.7529
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ARIMA-
BIGRU 0.6824 0.8070 ARIMA-

BIGRU 0.5429 0.7304

ARIMA-LSTM 0.9999 0.9670 ARIMA-
LSTM 0.8407 0.9067

ARIMA-GRU 0.9411 0.9415 ARIMA-
GRU 0.7902 0.8822

ARIMA 1.7487 1.1443 ARIMA 1.9402 1.1607
GOOG
with data
migration

ARIMA-CNN-
BiGRU-Att 0.2161 0.4576

AMZN
with data
migration

ARIMA-
CNN-
BiGRU-Att

0.1604 0.3770

ARIMA-CNN-
BIGRU 0.3784 0.6020

ARIMA-
CNN-
BIGRU

0.2431 0.4692

ARIMA-CNN-
BiLSTM-Att 0.2643 0.4996

ARIMA-
CNN-
BiLSTM-
Att

0.1724 0.3927

ARIMA-CNN-
BILSTM 0.4179 0.6305

ARIMA-
CNN-
BILSTM

0.2792 0.5048

ARIMA-
BILSTM 0.6103 0.7656 ARIMA-

BILSTM 0.4589 0.6602

ARIMA-
BIGRU 0.5739 0.7420 ARIMA-

BIGRU 0.4226 0.6415

ARIMA-LSTM 0.8467 0.8951 ARIMA-
LSTM 0.6938 0.8209

ARIMA-GRU 0.7971 0.8597 ARIMA-
GRU 0.6338 0.7915

5 Conclusions

The objective of the present investigation is to suggest a novel stock market
prediction model that surpasses the efficacy of prevailing approaches. At the same
time, combined with the technology sector dataset we have chosen, a data migration
method has been proposed to effectively improve model performance. Specifically,
this paper proposes a novel hybrid model called ARIMA-CNN-BiGRU, which filters
out linear trends during the ARIMA process, and utilizes the residual values to feed
into the attention-based CNN-BiGRU model for prediction and evaluation. This
approach is complemented by a data migration method for comprehensive
assessment. To evaluate the performance of our proposed model, we employ MSE
and MAE metrics. The results demonstrate that our model outperforms existing
methods, contributing to portfolio optimization and enhancing investment returns.
It is important to note that our predictive models have limitations in accounting for

all possible trends. Additionally, untrained trends that could potentially affect the
model's predictive accuracy may be present. Hence, it is crucial to acknowledge that
financial irregularities and noise are inherent, making it challenging for any model to
consider all conceivable unique patterns. Furthermore, the ability of the model to
predict unexpected events still needs to be addressed in future research.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.

394             Y. Lu and L. Hu

http://creativecommons.org/licenses/by-nc/4.0/

	1Introduction
	2Related Work
	3Models
	4Applications and Experiments
	5Conclusions
	References



