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Abstract. The Internet has swept the world, and the way of job hunting has un-

dergone earth-shaking changes. Cloud recruitment has become the mainstream 

of the times. However, with the development of cloud recruitment, non-hair ele-

ments publish false recruitment information online, which induces job seekers to 

be deceived and their money is empty. Monitoring false recruitment information 

is helpful for people to identify false recruitment in advance and cut off the con-

ditions for fraud at the source. One of the difficulties in monitoring false recruit-

ment information is feature extraction, and extracting effective features from re-

cruitment information is the focus of subsequent detection. The other difficulty 

is that the time effect of high-frequency information entities makes the model 

lack generalization ability. Therefore, we propose a BERT-BiLSTM model with-

out entity deviation, which can effectively improve the detection ability and gen-

eralization ability of the model while fully extracting information context fea-

tures. The experimental results show that our model has reached 99.02% accu-

racy and F1 score of 0.92. 

Keywords: cloud recruitment, false recruitment detection, entity bias, BERT, 

Bi-LSTM. 

1 Introduction 

In recent years,online recruitment has won the favor of more and more job seekers with 

faster recruitment efficiency and better job-seeking experience. According to the Re-

search Report on Internet Recruitment Industry in China in 2022 released by re-

search[1], the market size of Internet recruitment industry in China reached 19.86 bil-

lion yuan in 2021, and online recruitment accounted for 85.1%. However, due to factors 

such as asymmetric information and inadequate supervision in online recruitment, 

criminals publish false information, steal job seekers' private information and defraud 

job seekers' money [2], which seriously intrudes the normal job-seeking and employ-

ment environment. According to the Report on Consumer Rights Protection of Internet 

Users in China in 2017 [3], in 2016, the amount of false part-time reports accounted for 

one-fifth of the total amount of Internet users' rights protection, most of which occurred  
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on well-known recruitment platforms. Therefore, how to effectively identify the false 

information in cloud recruitment has become the focus of academic attention. 

This paper proposes a BERT-BiLSTM model based on Entity Deflection Framework 

(ENDEF)[6], The main contributions of this paper are as follows: 

1.In the aspect of feature extraction, this paper applies BERT model in the field of 

false recruitment information detection to extract text feature information more effec-

tively. 

2.In the aspect of removing bias, this paper introduces the Entity biasframework into 

the field of false recruitment detection for the first time, and improves the framework 

to adapt to the research field of this paper. 

3.In the aspect of data set, ADASYN[9] is used to balance EMSCAD data set, and 

the model is built on the balanced and unbalanced data set. 

2 Literature review 

Based on the perspective of machine learning, in 2017, Vidros et al. [4] used random 

forest classifiers to predict false information on recruitment platforms, with an accuracy 

rate of 91%; 

Based on the perspective of deep learning, Anita et al[5] established a classification 

model based on word2vec and LSTM network to detect this problem. 

There are three problems in the above research: (1)word2vec, as a word vector tool, 

has its limitations in extracting text features.(2) Although deep learning has a stronger 

generalization ability than machine learning, it does not solve the entity deviation of 

data sets [6].(3) The researchers of all the above studies used the open EMSACD[9], 

but they didn't consider the extreme data imbalance in this data set. To sum up, taking 

full advantage of text features and considering the influence of entity bias in the data 

set, we put forward a BERT-BiLSTM/ENDEF model to eliminate entity bias, and use 

ADASYN technology to improve the data set in order to detect the problem of false 

information in cloud recruitment. 

3 Way 

3.1 BERT-BiLSTM model 

The model structure is shown in Figure 1. 

Input layer: this layer receives text features from recruitment information. 

Embedding layer: the content input by the input layer is transformed into a low lati-

tude vector by BERT[7]. 

Feature extraction layer: the low latitude vector is extracted by Bi-LSTM neural net-

work. 

Output layer: The last layer of the model is a layer with a single neuron and Sigmoid 

activation function, which outputs a value between 0 and 1, indicating the probability 

that the information is false. 
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Fig. 1. BERT-BILSTM Model 

3.2 ENDEF framework 

ENDEF framework is an Entity bias framework proposed by Zhu et al. [6], and it is 

applied in the field of fake news detection. Entities will have an impact on the content 

and forecast results of recruitment. We need to establish the causal relationship among 

entities, recruitment information and recruitment information authenticity labels, model 

the impact of entities and recruitment information on the authenticity of recruitment 

information respectively in the training stage, and directly remove the part based on 

entity forecasting the authenticity of recruitment information in the testing stage to re-

move the entity deviation 

ENDEF framework architecture is shown in figure 2. 

 

Fig. 2. ENDEF Frame 

The calculation formula of model processing is as follows 

Use cross entropy loss function: 

 𝐿𝑂 = ∑
(𝑃,𝑦)∈𝐷

− 𝑦 𝑙𝑜𝑔( 𝑦 ) − (1 − 𝑦) 𝑙𝑜𝑔(1 − 𝑦 ) (1) 

Set an auxiliary loss function for the entity separately: 

 𝐿𝐸 = ∑
(𝑃,𝑦)∈𝐷

− 𝑦 𝑙𝑜𝑔(𝜎(𝑟
^

𝐸) − (1 − 𝑦) 𝑙𝑜𝑔(1 − 𝜎( 𝑟
^

𝐸) (2) 
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𝛽Is a super parameter, set to 0.2, and the whole process training loss function is: 

 𝐿 = 𝐿𝑂 + 𝛽𝐿𝐸 (3) 

In the verification stage, we can think that only using it is equivalent to removing 

the influence of entity deviation to the maximum extent.𝑟
^

𝑃 

4 Experiments 

4.1 Data set and data processing 

4.1.1 Data set 

The benchmark data set of this paper is the "Real/Fake Job Posting Prediction" data 

set published on kaggle [8], which contains 17014 real job information and 866 false 

job information, including 16 independent features. 

4.1.2 Data balance.  

In this paper, the sample information of false positions in the data set is less, which 

will lead to the poor recognition effect of classifiers on these categories, and the exper-

iment will be over-fitted. ADASYN[9] can increase the number of samples in these 

categories by generating synthetic samples, thus improving the comprehensive perfor-

mance of the model. The balanced data set contains 17,014 real job information and 

16,895 false job information. 

4.1.3 Pretreatment 

Firstly, we analyzed the data features and counted the number of all features in the 

data set, and found that a large number of features were missing among all features.It 

can be found that the features of department, salary_range, required_experience and 

required_education are the most missing in the data set, so we removed the first five 

features with the most serious missing and kept 12 features,and then merge all features 

into one feature to facilitate subsequent entity extraction. 

Finally, we use Text-Smart technology to detect the entities in the data set. Text-

Smart[6] can detects the entities in the text. We add the entity list detected by text-smart 

as a feature to the cleaned data set. We divide the reconstructed data set into training 

set and test set according to the ratio of 7:3. So far, the data set has been processed as 

shown in Table 1. 

Table 1. The data set after extracting the entity  

Fraudulent Text EntityList 

0 marketing intern marketing we’re...  [itern,food... ] 

1 customer service cloud video...  [engneer,punch...] 

... ... ... 

544             P. Gao and L. Zhang



4.2 Experimental Settings 

The experimental environment is 64-bit Windows10, the development platform is ju-

pyter notebook, the node of BiLSTM neural network is set to 128, the single-layer neu-

ral network, the loss function uses binary cross entropy function, the adam gradient 

descent optimizer is used, the learning rate is set to 0.001, and epochs is set to 25. 

4.3 Experimental indicators 

We evaluate our model by accuracy, precision, recall and F1-score. 

4.4 Experimental results 

In order to verify the validity of the model, we model the data set before and after the 

balance, and set up the control experimental group. 

Table 2. Experimental results of unbalanced data sets 

Model Accuracy Precision Recall F1score 

W2vec-LSTM 97.04% 0.85 0.40 0.57 

W2vec-BiLSTM 98.71% 0.88 0.62 0.70 

BERT-Bi-LSTM 98.87% 0.89 0.68 0.75 

BERT-

BiLSTM/ENDEF 
99.02% 0.91 0.70 0.78 

Table 3. Experimental results of balanced data sets 

Model Accuracy Precision Recall F1 score 

W2vec-LSTM 97.42% 0.85 0.84 0.83 

W2vec-BiLSTM 98.75% 0.88 0.84 0.85 

BERT-Bi-LSTM 98.89% 0.89 0.88 0.87 

BERT-

BiLSTM/ENDEF 
99.05% 0.92 0.92 0.93 

 

According to Table 2 and Table 3, we can draw the following conclusions: 

With unbalanced data sets:  

(1)Using the same word vector W2vec, the detection accuracy of BiLSTM neural 

network is improved by 1.67% compared with LSTM neural network, which shows 

that BiLSTM is better than LSTM neural network in extracting text features. 

(2)Using the same neural network BiLSTM, the BERT pre-training model can ex-

tract the semantic information of the text better than W2Vec, and its detection accuracy 

is improved by 0.18%. 

(3)Using the same pre-training model and the same neural network, the accuracy of 

using the Entity bias framework ENDEF is improved by 0.15% compared with the 

model without this framework, showing better prediction ability. 
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(4)There is over-fitting in the experiment, which shows that the F1 scores of the four 

experiments are not good enough. 

With a balanced data set: 

(1)The F1 scores of all the experiments were improved. 

(2)Compared with the other three models, the model proposed in this experiment 

performs best. 

5 Conclusion 

Aiming at the problem of false information in cloud recruitment, this paper proposes a 

BERT-BiLSTM model of entity bias. Experiments show that the accuracy, recall and 

F1 value of our model reach 99.02%, 0.91, 0.70 and 0.78 respectively, which is superior 

to other advanced models for detecting this problem. 

This model has the following shortcomings: (1) It only detects the text features, and 

has not considered the multi-modal data set; (2) At present, there is only one public 

data set for this problem, so it is impossible to effectively detect its generalization; In 

view of the above points, the next step is to deal with the imbalance of data sets by 

collecting multi-dimensional data sets ourselves. And improve the related model to 

overcome the above shortcomings. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.

Cloud Recruitment False Information Detection Method             547

http://creativecommons.org/licenses/by-nc/4.0/

	Cloud recruitment false information detection method based on Entity bias and BERT-BiLSTM

