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Abstract. By constructing a personalized news recommendation model based 

on a knowledge graph, the problem of ignoring knowledge correlation in multi-

class text information methods has been effectively solved. The study analyzed 

the characteristics of news texts, treating titles and abstracts as key information 

components, and using word vectors and knowledge graph feature learning 

methods for vectorization processing. In terms of model construction, sub-

modules such as multi-perspective news features, user click behaviorand click 

probability prediction were introduced. Through techniques such as convolu-

tional neural networks and attention mechanisms, multi-dimensional infor-

mation of news was comprehensively considered, achieving more accurate per-

sonalized recommendations. The experimental results show that the knowledge 

graph-based model performs well in AUC, MRR nDCG@5   

nDCG@10,Compared to the benchmark model, the evaluation indicators have 

increased by 3%, 2.6%, 2.5%, and 3%. The ablation experiment has demon-

strated the positive effects of knowledge graphs, multi-perspective news fea-

tures, and attention mechanisms. This study provides new ideas for knowledge 

graph-based news recommendations, which helps to improve user satisfaction 

and strengthen the platform's service capabilities. 

Keywords: News recommendations; Knowledge graph; Deep learning; Theme 

model 

1 Introduction 

With the development of the Internet and media technology, various online platforms 

have become common communication media and the main channels for people to 

obtain news. Compared with content recommendations for products, movies, books, 

and other types of content, online news has the characteristics of fast dissemination 

and update speed, diverse user interests, etc. On the one hand, users' click behavior is 

influenced by public opinion and news popularity, while popular and hot news does 

not have differentiation; On the other hand, the large amount of news content generat-

ed every day makes it difficult for users to quickly discover interesting news from the 

platform. As a tool to help users filter content, in recent years, search engines have  
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gradually improved from being able to passively return relevant pages based on user 

input terms [1] to being able to actively provide users with direct answers and recom-

mend relevant terms and text information [2]. Therefore, news recommendation (NR) 

is an effective way to help users filter and filter news content. 

In summary, recommendation systems have made some progress and applications 

in the field of news, but there is still a need to further improve recommendation per-

formance. The main entry points include better news modeling and fully integrating 

user interests. In news recommendation problems, there is a large amount of network 

structure data, such as user-level social networks [3], item-level knowledge graphs 

[4], heterogeneous information networks generated by user news interactions [5]. 

These data can serve as auxiliary information for news recommendations to enrich 

news and user representation. Some studies have verified that using graph-type data 

as auxiliary information can improve the performance of news recommendation sys-

tems. Therefore, based on previous research, this type of auxiliary information is 

combined with news text to introduce a news recommendation system. The learned 

features are applied to news recommendation problems to improve the accuracy of the 

recommendation system. This can enhance the ability of news content to provide 

platform services while enhancing user experience and engagement. 

2 Model building 

2.1 Problem Description 

The main characteristics of news are fast updates, fixed structure, concise sentences, 

and numerous topics. For users, they may be interested in multiple types of news. 

Therefore, how to recommend corresponding news to users within the life cycle of 

news is a key and difficult point in the field of news recommendation. As an im-

portant work in the fields of natural language processing and data mining, personal-

ized news recommendation is widely applied to various online platforms. However, 

due to the characteristics of the news itself, there are still some challenges. However, 

traditional semantic models cannot discover the hidden knowledge level connections 

between new news, which limits the recommended news for users to certain topics or 

themes, Knowledge graph can introduce more potential semantic information; 

This article defines the problem as news on a certain online platform, it mainly in-

cludes the main parts such as title, abstract, category, subcategory, main text, etc. 

Each word in the news title and abstract may be associated with a certain entity in the 

knowledge graph and the relationship between the given entities; For ‘user u’, given 

their click history for a certain period, through hierarchical modeling of news text 

content and user interest modeling, the click probability of each news item in the can-

didate news set is predicted, and a personalized recommendation list is generated. The 

mathematical symbols and their definitions used in this chapter are shown in Table 1. 

 

326             S. Li et al.



Table 1. Definition of main mathematical notation 

Symbol Define Symbol Define 

U 
List of recommend-

ed users 
、 、 、 、    t a c sc b  

Attention 

weights for 

news head-

lines, ab-

stracts, cate-

gories, sub-

categories, 

and main text 

N 
User's candidate 

news set 
rn  

News feature 

representation 

vector 

ce 、 sce  

Initialization vectors 

for news categories 

and subcategories 

u u  

User u's click 

behavior 

representation 

vector 

d  

Potential Theme 

Distribution in News 

Text 

y  Click proba-

bility 

r r r r r、 、 、 、t a c sc b  

Feature vectors for 

news headlines, 

abstracts, categories, 

subcategories, and 

main text 

  

2.2 Modeling framework 

Based on the above analysis, this article models news and users separately. When 

learning new feature representation and user feature representation, entity auxiliary 

information in the knowledge graph is combined with news text, and an attention 

mechanism is used to give different weights to different features of news and user 

click history, to better learn news and user representation, and further improve the 

performance of personalized news recommendation models. And to some extent, it 

alleviates the problem of cold start of news information and sparse interactive records 

in news recommendations. The model proposed in this article consists of three main 

sub-modules: multi-perspective news feature representation, user click behavior rep-

resentation based on attention mechanism and click probability prediction. The specif-

ic structure is shown in Figure 1. 
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Fig. 1. The Framework of Personalized News Recommendation Model Based on Knowledge 

Graph  

The main function of the multi-perspective news feature representation submodule 

is to extract title and abstract features based on the word vectors and knowledge graph 

entity vectors of news titles and abstracts. Then, news features are extracted from the 

perspectives of categories, subcategories, and text, respectively. Through the attention 

mechanism at the news level, multi-perspective features are fused to obtain news 

vector representation based on knowledge graph and text features; The user click 

behavior representation sub-module is mainly responsible for learning user behavior 

representation from the news that the user has clicked on. Considering that the histor-

ical news that the user clicks on has different levels of interest information, the user-

level attention mechanism is used to assign weights to the news that the user reads, 

thereby determining the user's preference for each news item; The main function of 

the click probability prediction sub-module is to use the news text features and the 

user clicks behavior features generated by the first two modules to predict the user's 

click probability on candidate news. The higher the click probability, the higher the 

probability of user interest in the candidate news, and then generate the user's TOP-N 

news recommendation list. 

3 Recommendation Algorithm Process and Model Training 

3.1 Recommended algorithm process 

The specific description of the recommendation algorithm process proposed in this 

article is as follows: 

The first step is to input the different text components of candidate news N and ob-

tain the multi-perspective feature representation vector rn  of the candidate news; Step 
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2, based on the user click behavior representation process, the user-level attention 

mechanism is fused with the click history of user U to obtain the user click behavior 

representation vector u u ; The third step is to use the candidate news feature represen-

tation vector and the user clicks behavior representation vector generated in the first 

two steps, calculate the user's click probability on the candidate news through formula 

(1), arrange it in descending order according to the size of the y value, and select 

TOP-N news to generate the user's personalized recommendation list.  

r u= n uy
 

(1) 

3.2 Model training 

For the historical click data of users, this article refers to every news provided by the 

website and clicked by users as a positive sample and news that appears in the same 

session but is not clicked by users as a negative sample. Due to the highly imbalanced 

proportion of positive and negative samples in news recommendations, and the higher 

efficiency of model training through negative sampling technology, this article uses 

negative sampling to train the model. For each positive sample of the user, randomly 

sample r  negative samples to jointly predict the click probability score of the user on 

the positive and negative samples, where ˆ +y  represents the click probability score of 

the positive sample, 1 2
ˆ ˆ ˆ[ , ,..., ]− − −

ry y y  and A represents the click probability score of 

r  the negative samples. Firstly, the click probability score of each positive sample is 

standardized using the maxsoft  function and then trained using the cross entropy 

loss function. The calculation process is shown in formulas 2 and 3， ,
ˆ −
i jy   represent-

ing the negative sample corresponding to a positive sample i ; P represents the set of 

all positive sample news. 

,

1

ˆexp( )

ˆ ˆexp( ) exp( )

+

+ −

=

=

+

i
i r

i i j

j

y
p

y y
 

(2) 

- log( )


=  i

i P

l p

 
(3) 

3.3 News recommendation strategy 

In the actual business scenarios of online news platforms, the news is usually sorted 

based on news popularity on a certain interface, and the same number of recommen-

dation lists are generated for all users, or news similar to the current news content is 

generated on the content interface of a certain news article. In addition, when users 

refresh their homepage, they will push N news items that they may be interested in 

based on their characteristics. This article mainly focuses on personalized news rec-

ommendations for users in such scenarios, as shown in Figure 2. 

Research on Personalized News Recommendation Model             329



For this scenario, the user is mainly generated with a personalized TOP-N news 

recommendation list that may match their interests based on the size of the click 

probability value. After representing the features of news from multiple perspectives 

and user click behavior, the click probability of each candidate news that has not been 

clicked is predicted for each user to be recommended. The sorted top N news items 

are sorted in descending order based on the probability value and are used as a push 

list. 

User Ui

Click on News 1
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Click on News t

Recommended 

News 1

Recommended 

News 2

Recommended 

News n

Click 
probability 

sorting

    

Candidate News 
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3 Vector
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.

.

.

Click behavior 
representation 

vector

 

Fig. 2. TOP-N recommendation list generation 

4 Case study 

This article will construct experiments based on publicly available news datasets to 

verify the effectiveness of the recommendation model proposed above. Firstly, intro-

duce the experimental environment and data, and conduct statistical analysis on the 

dataset. Secondly, crawlers are used to obtain the entities and relationships of the 

knowledge graph subgraph, generate preliminary vector representations of news titles 

and abstracts, and then extract news and user features using the model from the previ-

ous chapter. Recommendation results are generated through click probability predic-

tion, and a certain user has randomly selected for example analysis. Finally, a control 

experiment was constructed to verify the overall performance of the model. To verify 

the effectiveness of the knowledge graph, multi-perspective features, and attention 

mechanism introduction, three sets of ablation experiments were constructed. The 

experimental results were analyzed based on the evaluation index values of the model 

to verify the rationality of the model in this paper。 

4.1 Parameter Setting and Model Example Analysis 

4.1.1 Parameter settings 

The word vector, entity vector, news category, and subcategory vector dimensions 

of news headlines and news abstracts are set to 300 dimensions, 100 dimensions, and 
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100 dimensions respectively; Set the number of words in the news title and news 

abstract to 20 and 50 respectively; Set the number of convolutional kernels to 300 and 

the window size to 2 or 3; Set the number of potential topics in the news body to 100; 

The user's historical click sequence length is 50; The negative sampling rate is 2; 

Optimize the model through Adam; To alleviate the overfitting problem of the model, 

adopt a dropout strategy and set the dropout rate to 0.2. 

4.1.2 Case study 

To intuitively illustrate the actual effectiveness of the recommended model in this 

article, a random sample of one user (denoted as u) is selected as the target user, and 

an example analysis is conducted based on their recommendation results.This article 

assumes that for a certain user if they click on a news item, they are considered inter-

ested in the news. The model first generates feature vectors for each news item 

through training on the text content of each part of the news and then generates a click 

behavior representation vector based on the user's click history training. Based on 

this, the target user's click probability for each candidate news item is calculated. The 

higher the click probability, the higher the user's liking for the candidate news, and 

the more likely they are to click on the news. The ranking position should be higher. 

The news recommendation list generated by the model for the target user u and the 

actual user clicks are shown in Table 2. In the historical click news records of user u 

and the corresponding categories and entities of the news, the user's click history 

clearly shows their points of interest. The model captures this internal correlation, 

Therefore, predicting users' interest in news containing entities such as "South Caroli-

na" and "Costco" to some extent reflects the rationality of recommendation results. 

Table 2. Recommended list for user u 

News Headlines category entity 
Click 

probability 

Click on 

the label 

This was uglier than a brawl. 

And Myles Garrett deserves 

suspension for the rest of the 

year after the helmet attack. 

sports Myles Garrett 0.1777 1 

South Carolina teen gets life in 

prison for deadly elementary 

school shooting 

News 

South Caroli-

na、Townville Ele-

mentary School 

shooting 

0.1771 0 

High tides surge through Ven-

ice, locals rush to protect art 
weather 

Venice、Piazza San 

Marco 
0.1570 0 

30 Best Black Friday Deals 

from Costco 
lifestyle 

Costco、Black Fri-

day 
0.1490 0  

Queen Elizabeth Just Rode 

Horseback at Age 93 
lifestyle Elizabeth II 0.1187 0 

Opinion: Colin Kaepernick is 

about to get what he deserves: 
sports Colin Kaepernick 0.1182 0 
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a chance 

How much turkey do you need 

to buy per person? 

food 

and 

drink 

[] 0.1023 0 

4.2 Experimental results and analysis 

This section mainly analyzes the experimental results, first providing the evaluation 

indicators used and defining the indicators. Second, to demonstrate the effectiveness 

of the model, the optimal results of the model and the benchmark model were com-

pared on the same dataset to verify overall performance. Finally, to demonstrate the 

effectiveness of introducing knowledge graphs, multi-perspective features, and atten-

tion mechanisms, ablation experiments were designed for model self-comparison to 

verify the rationality of the corresponding modules. 

4.2.1 Selection of evaluation indicators 

After obtaining the experimental results, the model results need to be evaluated 

through evaluation indicators. Various indicators in the recommendation field can be 

used to evaluate the effectiveness of the recommendation model, mainly obtained 

through offline, online experiments, or user surveys [6]. This article mainly uses AUC 

(Area under curve), MRR (Mean Reciprocal Rank), nDCG@5, and nDCG@10 

(Normalized Discounted Cumulative Gain) Four commonly used indicators to evalu-

ate and compare the performance of recommended models. 

(1) AUC (Area Under ROC Curve) 

AUC is the area of the area below the ROC curve, with a value range  0.5,1 , 

commonly used for evaluating classification models. 

(2) MRR (average reciprocal ranking) 

MRR is commonly used to measure the quality of returned results in search scenar-

ios, and can also be used for evaluating recommendation models. This indicator re-

flects whether the items that the user is interested in are higher in the recommendation 

ranking list, emphasizing positional relationships and orderliness. The value range is 

 0,1 , and the closer the value is to 1, the better the effect. The specific calculation 

method is shown in Formula 4.  
| |

1

1 1

| | =

= 
Q

i i

MRR
Q rank  

(4) 

Formula 4, | |Q  represents the number of users, and irank  represents the recom-

mended list for the i-th user, indicating the position of the items that the user accessed 

in the list. 

(3) NDCG (Normalized Accumulated Loss Gain) 

In recommendation scenarios, nDCG is mainly used to evaluate the accuracy of 

sorting lists, taking into account the sorting order of recommendation results. The 
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personalized recommendation model generates a sorted recommendation list for the 

target user, and the normalized cumulative gain reflects the difference between the 

sorted list and the user's actual interaction list. The length of the list is often fixed and 

calculated using nDCG@k K represents the length of the recommendation list, often 

taken as 5 and 10. The range of indicator values is  0,1 , and the closer the value is 

to 1, the better the effect [7]. The calculation method is shown in formulas 5, 6, and 7.  

@
@

@
=

DCG k
nDCG k

IDCG k  
(5) 

1 2

@
log ( 1)=

=
+


k

i

i

rel
DCG k

i  

(6) 

| |

1 2

@
log ( 1)=

=
+


REL

i

i

rel
IDCG k

i  

(7) 

Formula 5, @DCG k  represents the Discounted Cumulative Gain, while @DCG k  

representing the normalization factor, which is the ideal @DCG k  value. The main 

purpose is to normalize @DCG k ; In formulas 6 and 7, irel  represents the level-

related value of project location i, and in personalized recommendation models, the 

value is 0 or 1 [8].  

4.2.2 Overall performance verification of the model 

To verify the overall performance of the personalized news recommendation model 

proposed in this article, this section constructs a control experiment on the MIND-

small news dataset and calculates the AUC, MRR, and nDCG@5   nDCG@10 Com-

pare the operating results of four evaluation indicators with the model in this article, 

analyze the indicator results, and then verify the effectiveness of the model[9] [10]. 

From the experimental results, it can be concluded that NAML, which integrates text 

content such as title, main text, and category, performs better than DKN, which only 

utilizes title information, in all four indicators. This indicates the effectiveness and 

necessity of learning news representation from various text components of news. In 

addition, compared to the experiments of the other two benchmark models on the 

same dataset, the model proposed in this paper performs well in AUC, MRR, 

nDCG@5, and nDCG@10 On average, the four evaluation indicators have improved 

by 3%, 2.6%, 2.5%, and 3%. The operating results are better than the two benchmark 

models, indicating that the model in this article improves the performance of person-

alized news recommendation models[11]. This article aims to fully utilize the textual 

components of news and combine knowledge graph information to better mine news 

features. Compared to DKN, this article introduces more text content such as news 

abstracts, abstract entities, categories, subcategories, and main text to learn news rep-

resentation. Compared to NAML, this article introduces more news abstracts and 

knowledge level information. The experimental results indicate that combining a 

knowledge graph with news text fully utilizes the corresponding knowledge and se-

mantic features of news, thereby improving the model's recommendation effect.The 

experimental results of different models are shown in Table 3. 
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Table 3. Experimental results of different models 

Model AUC MRR nDCG@5 nDCG@10 

DKN 0.6103 0.2782 0.3055 0.3678 

NAML 0.6486 0.2949 0.3359 0.3891 

proposed 

method 
0.6593 0.3125 0.3452 0.4086 

5 Conclusion 

This article starts from the content of news text, analyzes the various components and 

characteristics of news, and based on this, vectorizes some text content, including 

word vector representation, entity vector representation, and entity context vector 

representation. The experimental results show that the model based on knowledge 

graph is effective in AUC and MRR nDCG@5   nDCG@10, Compared with the 

benchmark model, the evaluation indicators have improved by 3%, 2.6%, 2.5%, and 

3%, respectively. The ablation experiment has demonstrated the positive effects of 

knowledge graphs, multi perspective news features, and attention mechanisms. In 

summary, this study provides a new approach for news recommendation based on 

knowledge graphs, which helps to improve user satisfaction and enhance the plat-

form's service capabilities. 
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