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Abstract. Gold is jewelry made from precious metals which are soft and easy to shape. 

The value of gold tends to fluctuate every year. Gold investments, like other invest-

ments, are not risk-free. So, investors can experience profits or even losses. Gold price 

predictions are needed to determine investors' opportunities in the future. Support Vec-

tor Regression (SVR) is an application of Support Vector Machine (SVM) for regres-

sion cases whose output is real or continuous numbers. The use of the SVR method has 

been carried out in several studies. However, the use of the SVR method to predict the 

rate of gold prices in Indonesia has not been carried out. The aim of this research is to 

predict the rate of gold prices in Indonesia using the SVR method. The data that will be 

predicted is gold price data in Indonesia from October 2017 to October 2022. The SVR 

method is used due to the non-linear and fluctuating nature of gold price data. The study 

employs the Radial Basis Function (RBF) kernel considering the three parameters in 

the RBF kernel as gamma (𝛾), cost (C) and epsilon (𝜀)., which will be optimized using 

the grid search method. The results shows that the best parameters obtained are when 

𝛾 = 1, C = 1, and 𝜀 = 0.1, with k = 10 because it yields the smallest error value. The 

level of accuracy in the prediction results is obtained using the Mean Absolute Percent-

age Error (MAPE) value. The MAPE value is approximately 1.28% suggesting that the 

prediction accuracy was very good because the MAPE value obtained was <10%. 
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1 Introduction 

Forecasting is a crucial tool for decision makers and policy makers, both 

individual and organizational. It is a method used to predict future events within a 

specified time frame by analyzing relevant historical data. One forecasting method 

whose results can be used as a reference for forecasting future values is time series 

forecasting [1]. 

Common time series methods used for linear data include Autoregressive (AR), 

Moving Average (MA), Autoregressive Integrated Moving Average (ARIMA), and 

Seasonal Autoregressive Integrated Moving Average (SARIMA). On the other hand, 

for time series forecasting with non-linear data, commonly employed methods are 

Support Vector Machine (SVM), Backpropagation (BPG), K-Nearest Neighbors 

(KNN), and Fuzzy Time Series (FTS). SVM is a supervised learning method typically 

used for both classification and regression tasks [2]. Initially designed for classification,  
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SVM can be adapted to handle regression tasks by incorporating the concept of the ε-

insensitive loss function [3].  

SVR is used to find a function, denoted as f(x), which takes the form of a 

hyperplane (a separator line) in the shape of a regression function that effectively fits 

all input data while minimizing errors. SVR is not only capable of addressing issues 

with linear data but can also handle problems associated with non-linear data. One of 

the advantages of SVR is its ability to mitigate overfitting problems. As a result, SVR 

can deliver improved performance using the available data [4]. 

In this study, we will utilize gold price data from Indonesia for the past five years 

(from October 2017 to October 2022). Gold, a precious metal with soft and malleable 

properties, is highly regarded as an investment instrument in Indonesia. One primary 

reason for its popularity is its perceived profitability. Additionally, gold is favored due 

to its tendency to exhibit stability or fluctuations with an overall annual increase in 

value. This, in turn, makes gold a low-risk investment choice and an excellent option 

for novice investors. Furthermore, gold serves as a hedge against inflation, which is 

why it is frequently employed as an investment tool [5]. 

Gold investment can be categorized into two main types: physical investment and 

digital investment. Physical investment involves owning gold directly, while digital 

investment can be further divided into two categories: savings and gold trading. Gold 

trading is conducted online, without the need for physical ownership. As a result, such 

investments may lead to both profits and losses [5]. To minimize investor losses, this 

study employs a method to predict gold prices. Specifically, the SVR method is used 

due to the non-linear and fluctuating nature of gold price data. The study employs the 

Radial Basis Function (RBF) kernel with three parameters, which will be optimized 

using the grid search method [4]. 

The use of the SVR method has been carried out in several studies. For example, 

forecasting the number of passengers arriving via air transportation in Central Sulawesi 

using SVR [4], predicting the price of palm oil in Indonesia and the EUR/USD currency 

exchange rate using the SVR method [6], and SVR analysis with the RBF kernel to 

predict the inflation rate in Indonesia [7]. However, the use of the SVR method to 

predict the rate of gold prices in Indonesia has not been carried out. The aim of this 

research is to predict the rate of gold prices in Indonesia using the SVR method. 

2 Literature Review 

2.1 Support Vector Regression (SVR) 

Support Vector Regression (SVR) is a form of application of the SVM method for 

regression cases so that it can be used for forecasting like the regression method in a 

statistical approach. Smola and Scholkopf explain SVR by splitting an n training data 

set, (𝒙1, 𝒚1) with i = 1,2, ...,n. Whereas 𝒙𝑖 = {𝒙1, 𝒙2, … , 𝒙𝑝}𝑇  𝜖 𝑅𝑛 is a vector of the 

input space and 𝒚𝑖 = {𝒚1, 𝒚2, … , 𝒚𝑛} 𝜖 𝑅 is an output value based on the corresponding 

𝒙1 value [8]. Let 𝑓(𝑥) be a non-linear function (hyperplane) in the following form: 

                                           𝑓(𝑥) = 𝒘𝑡𝜑(𝒙) + 𝑏                                                                            (1) 
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where: 

𝒘        = weighting vector; 

𝜑(𝒙)  = function that maps input 𝒙 into feature space; 

b         = coefficient of bias; 

𝒙         = input vector; 

𝑓(𝑥)   = regression function. 

In order for the function 𝑓(𝑥)  to get a good generalization, it can be done by 

minimizing the norm of 𝒘. Therefore, it is necessary to solve the optimization problem: 

                                              𝑚𝑖𝑛1

2
‖𝒘‖2                                                                                       (2)  

that fulfills {
𝒚𝑖 − 𝒘𝑡𝜑(𝒙𝑖) − 𝑏 ≤ 𝜀, 𝑖 = 1,2, … , 𝑛

𝒘𝑡𝜑(𝒙𝑖) − 𝒚𝑖 + 𝑏 ≤ 𝜀, 𝑖 = 1,2, … , 𝑛
 

with: 

𝒚𝑖        : actual value of the i-period; 

(𝑥i)     : estimated value of period i; 

𝜀          : epsilon value. 

It is assumed that there is a function 𝑓(𝑥) which can approximate all points (𝒙1, 𝒚1) 

with precision 𝜀. In this case, it is assumed that all points are said to be feasible if they 

are within the range 𝑓(𝑥) ± 𝜀, and it is said to be infeasible if there are several points 

that may be out of the range 𝑓(𝑥) ± 𝜀, so as to overcome the problem Inadequate 

delimiters can be done by adding slack variables 𝜉 and ξ∗ [9]. 

                          𝑚𝑖𝑛1

2
‖𝒘‖2 + 𝐶 ∑ (ξ𝑖 + ξ𝑖

∗)𝑛
𝑖=1                                                                          (3) 

That fulfills {

𝒚𝑖 − 𝒘𝑡𝜑(𝒙𝑖) − 𝑏 ≤ 𝜀 + ξ𝑖

𝒘𝑡𝜑(𝒙𝑖) − 𝒚𝑖 + 𝑏 ≤ 𝜀 + ξ𝑖
∗

ξ𝑖 , ξ𝑖
∗ ≥ 0

 

The solution to the optimization problem of equation (3) can be more easily solved with 

the following lagrange function [10]: 

 

𝐿𝑝 =
1

2
‖𝐰‖2 + 𝐶 ∑ (𝜉𝑖 − 𝜉𝑖

∗)𝑛
𝑖=1 − ∑ 𝛼𝑖(𝜀 + 𝜉𝑖 − 𝒚𝑖 + 𝒘𝑡𝜑(𝒙𝑖) + 𝑏) −𝑛

𝑖=1

∑ 𝛼𝑖
∗𝑛

𝑖=1 (𝜀 + 𝜉𝑖
∗ + 𝒚𝑖 − 𝒘𝑡𝜑(𝒙𝑖) − 𝑏) − ∑ (𝜂𝑖

𝑛
𝑖=1 𝜉𝑖 + 𝜂𝑖

∗𝜉𝑖
∗)                                                  (4)                                                                          

 

Thus, the partial derivatives of the Lagrange function with respect to w, b,  𝜉𝑖 , 𝜉𝑖
∗ are as 

follows: 
𝜕𝐿𝑝

𝜕𝐰 
= 0 ⇒ 𝒘 = ∑ (𝛼𝑖 − 𝛼𝑖

∗)𝜑(𝐱 𝑖
𝑛
𝑖=1 )                                                                         (5) 

𝜕𝐿𝑝

𝜕b 
= 0 ⇒ ∑ (𝛼𝑖 − 𝛼𝑖

∗) = 0𝑛
𝑖=1                                                                                     (6) 

𝜕𝐿𝑝

𝜕 𝜉𝑖 
= 0 ⇒ 𝛼𝑖 + 𝜂𝑖 = 𝐶                                                                                               (7) 

𝜕𝐿𝑝

𝜕𝜉𝑖
∗ 

= 0 ⇒ 𝛼𝑖
∗ + 𝜂𝑖

∗ = 𝐶                                                                                              (8) 

Based on this equation, the optimal solution is obtained from the parameter estimation 
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constraint w in the form of lagrange coefficients 𝛼𝑖  and 𝛼𝑖
∗ which can be written as 

follows: 

𝒘 = ∑(𝛼𝑖 − 𝛼𝑖
∗)𝜑(𝐱𝑖

𝑛

𝑖=1

) 

By using the Lagrange multiplier and optimality conditions, Equation (1) can be 

rewritten as follows: 

           𝑓(𝐱 ) = ∑ (𝛼𝑖 − 𝛼𝑖
∗)𝜑(𝐱𝑖)

𝑡𝜑(𝐱𝑗) + 𝑏𝑛
𝑖=1                                                                       (9) 

explanation: 

𝛼𝑖 , 𝛼𝑖
∗    = lagrange multiplier; 

𝑏            = coefficient of bias. 

However, there are difficulties in mapping because the transformation 𝜑 is generally 

unknown and difficult to understand. This problem can be overcome with a kernel trick, 

namely the scalar multiplication (dot product) 𝜑(𝐱𝑖)
𝑡 . 𝜑(𝐱𝑗) in the feature space can be 

replaced by the kernel function [11]: 

𝐾(𝐱𝑖, 𝐱𝑗) = 𝜑(𝐱𝑖)
𝑡𝜑(𝐱𝑗) 

The kernel function is able to implicitly define the transformation 𝜑, so the SVR 

regression function is written as: 

                    𝑓(𝐱 ) = ∑ (𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝐱𝑖 , 𝐱𝑗) + 𝑏𝑛

𝑖=1                                                                      (10) 

2.2 Kernel Function 

The purpose of using the kernel is to implement a model in a higher-dimensional space 

(feature space) without the need to explicitly define a mapping from the input space to 

the feature space. This allows handling non-linear cases in the input space, with the 

expectation that they become linear in the feature space. The kernel equation used in 

the SVR method can be seen as follows [12]: 

1) Linier          : 𝐾(𝒙𝑖, 𝒙𝑗) = 𝜑(𝒙𝑖)
𝑡. 𝜑(𝒙𝑗) 

2) Polynomial        : 𝐾(𝒙𝑖, 𝒙𝑗) = ((𝛾𝜑(𝒙𝑖)
𝑡 . 𝜑(𝒙𝑗)) + 1)𝑑 

where d is the degree of the polynomial   

3) Radial Basis Function (RBF)  : 𝐾(𝒙𝑖, 𝒙𝑗) = exp (−𝛾|𝜑(𝒙𝑖)
𝑡 − 𝜑(𝒙𝑗)|

2
)  

where γ is the kernel RBF parameter 

4) Sigmoid         : 𝐾(𝒙𝑖, 𝒙𝑗) = tan(𝛾(𝜑(𝒙𝑖)
𝑡, 𝜑(𝒙𝑗)) + 𝑐) 

2.3 Data Normalization 

Data normalization is employed to reduce data complexity and ambiguity, as well as to 

facilitate the simplification of data modification. One of the normalization methods 

utilized is min-max normalization, which transforms the original linear data, producing 

a comparative value that correlates the values before and after the process [13]. The 

normalized data typically falls within a scale of 0 to 1 or -1 to 1. The formula for min-
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max normalization can be seen in the equation (11) [14]. 

                                           𝑁 =
(𝑥−𝑥𝑚𝑖𝑛)

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)
                                                                                  (11) 

with: 

𝑥        : attribute data; 

𝑥𝑚𝑖𝑛  : minimum data value; 

𝑥𝑚𝑎𝑥 : maximum data value. 

2.4 Grid Search Optimization 

Grid search is a method employed to identify the optimal parameters in a model, 

ensuring accurate data prediction. One commonly used grid search technique is k-fold 

Cross Validation, which helps maintain the accuracy of the estimation. The process 

involves dividing the data into two parts, k-1 parts are utilized as training data, and one 

part serves as testing data.  This process is then repeated k times for each combination 

of testing and training data [15]. 

2.5 Root Mean Square Error (RMSE) 

RMSE is used to calculate the evaluation results of a model, the smaller or closer to 

zero the RMSE value, the better [16]. Error calculation using RMSE is formulated as 

follows [17]: 

                                    𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛
                                                                              (12) 

with: 

𝑦𝑖 = actual value at time-i;  

�̂�𝑖 = estimated value at time-i; 

𝑛  = amount of data.                                                                                                          

3 Research Method 

In analyzing the research data, the authors compiled the following steps: 

1. Collection of secondary data:  monthly reference gold price data from October 2017 

to October 2022 were obtained from the website https://harga-emas.org/ which 

provides historical gold data in Indonesia. 

2. Normalize the data. 

3. Determine training and testing data. In this study, different ratios of training to 

testing data (60:40, 70:30, 80:20, and 90:10) were tested. 

4. Determine parameter values in the training data. This involves setting values for 

parameters C (cost), 𝜀 (Epsilon), and 𝛾 (Gamma) using Grid Search Optimization. 

5. Identify the best model by evaluating the optimal parameters or the smallest error 

among the three parameters C (cost), 𝜀 (Epsilon), and 𝛾 (Gamma). 

6. Implement the best model on data testing. 

Implementation of Support Vector Regression (SVR) Analysis             101



7. Make predictions for the next 6 months. 

8. Assess the accuracy of the prediction results using RMSE calculations. 

9. Draw conclusions 

4 Result and Discussion 

4.1 Descriptive Analysis 

 

 

Figure 1 Time Series Plot of Gold Prices in Indonesia. 

 

From Figure 1, the x-axis represents time, and the y-axis represents the price of gold. It 

can be observed that over the past five years (2017 – 2022), gold prices in Indonesia 

have fluctuated, showing non-linear patterns rather than forming a straight line. This 

indicates that the studied data is non-linear. Descriptive statistics of gold price data in 

Indonesia is given in Table 1. 

 

Table 1 Descriptive Statistics of Gold Price Data in Indonesia 

Gold Price Value (IDR.) 

Minimum 549.730,0 

Maximum 949.729,0 

Mean 736.121,0 

Standard Deviation 129.117,7 

In Table 1, the minimum value is 549.730,0, and the maximum value is 949.729,0. The 

mean is 736.121,0, and the standard deviation is 129.117,7.  
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4.2 Application of Support Vector Regression Method 

a. Selection of the Best Model with a Grid Search 

Grid search is used to identify the best parameters in the training data using cross-vali-

dation procedures. In this study, grid search will be applied with the RBF kernel, con-

sidering the parameters in the RBF kernel as gamma (𝛾), cost (C) and epsilon (𝜀). 

Table 2 Grid Search Result Parameters. 

k 𝛾 C 𝜀 Error (IDR) 

 3   1 1 0.1 1,500,860,936 

 5  1 1 0.1 1,465,836,090 

10 1 1 0.1 1,371,078,914 

 

Based on Table 2, the error values obtained are 1,500,860,936 when k = 3, 

1,465,836,090 when k = 5, and 1,371,078,914 when k = 10. The best parameters ob-

tained are when 𝛾 = 1, C = 1, and 𝜀 = 0.1. Considering the explanations above, the 

parameters used are 𝛾 = 1, C = 1, and 𝜀 = 0.1, with k = 10 because it yields the smallest 

error value. 

b. Implementation on Testing Data 

The best parameters obtained previously will be used to make predictions on the test 

data. The predictive plots can be seen in Figure 2, while details of the actual and pre-

dicted data on the testing data are provided in Table 3. 

Figure 2 Predictive Plots on Testing Data. 

 

Figure 2 shows time (month) on the x-axis and the price of gold on the y-axis. The 

predicted results on the testing data are marked with red dots, while the actual data is 

represented by black dots. It is evident that the predicted results on the testing data 

closely align with the actual data. Furthermore, based on Table 3, it can be seen that the 

predicted data is close to the actual data. The following is a line chart comparing actual 

data with predictive data. Comparison of actual data with predicted data using line 

charts is given in Figure 3. 
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Table 3 Actual Data and Predictive Data. 

Month Actual Data (IDR) Predictive Data (IDR) 

50 823903,75 827138,40 

51 843837,08 840617,40 

52 850051,63 859623,00 

53 887938,77 877436,50 

54 918595,93 887042,90 

55 913666,77 885376,40 

56 865931,22 874863,80 

57 864259,47 861009,90 

58 838738,99 848419,20 

59 854651,11 838810,90 

60 835253,80 832031,20 

61 820459,06 827944,70 

 

 

 
Figure 3 Comparison of Actual Data with Predicted Data using Line Charts  

To find out the level of accuracy in the prediction results in Table 3, the MAPE were 

used with the help of R software. The results were obtained, and the MAPE value ob-

tained was 1.27729%, approximately 1.28%. This suggests that the prediction accuracy 

was very good because the MAPE value obtained was <10%. 

 

c. Prediction Results of Gold Prices in Indonesia 

The prediction results of gold prices in Indonesia in the period November 2022 – Oc-

tober 2023 using the best parameters are shown in Table 4. 
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Table 4 Prediction Results of Gold Prices in Indonesia 

Month Gold Price (IDR.) 

November 2022 827.138,40 

December 2022 840.617,40 

January 2023 859.623,00 

February 2023 877.436,50 

March 2023 887.042,90 

April 2023 885.376,40 

May 2023 874.863,80 

June 2023 861.009,90 

July 2023 848.419,20 

August 2023 838.810,90 

September 2023 832.031,20 

October 2023 827.944,70 

5 Conclusion 

Based on the results of the research and discussion that has been carried out to predict 

the price of gold in Indonesia, the conclusions are obtained. The results of gold price 

predictions in Indonesia in November 2022 – October 2023 tend to be the same. The 

accuracy of the prediction results made using the MAPE method is very good because 

the values obtained is 1,28% which is less than 10%. 
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