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Abstract. A bachelor's degree in Indonesia typically takes around four years to 

complete. This research aims to examine the data patterns related to the gradua-

tion status of a bachelor's degree from Universitas Negeri Jakarta (UNJ). The data 

pattern is used to determine if an undergraduate student from UNJ will graduate 

on time or not on time. On time graduation occurs when the student takes four 

years or eight semesters to obtain their bachelor's degree, while not on time grad-

uation occurs if the student takes more than eight semesters. The graduation sta-

tus is classified using AdaBoost and Random Forest algorithms, based on grade 

points and total credits earned from the student's courses. The AdaBoost and Ran-

dom Forest algorithms are contrasted with the simpler ML algorithm, Decision 

Tree. The study found that decision tree, AdaBoost, and Random Forest are ef-

fective in classifying an undergraduate student from UNJ based on their gradua-

tion status 'on time' or 'not on time' during a given semester (the first, the second, 

the third, the fourth, the fifth or the sixth semester). The student's classification 

accuracy score reaches 64%. The Random Forest, AdaBoost, and Decision Tree 

all had accuracy scores of 64%, 63%, and 60%, respectively. Ensemble methods 

(AdaBoost and Random Forest) outperform the decision tree algorithm. For each 

semester, the mean difference in accuracy score between ensemble methods and 

decision tree for classifying a student's graduation status reaches 2%-5%. 

Keywords: Confusion Matrix, F1 Score, Machine Learning, Permutation Fea-

ture Importance. 

1 Introduction 

The length of study taken by an undergraduate student to graduate with a bachelor de-

gree is one indicator that can reflect the success of his or her studies. According to 

Permendikbud No. 3 Tahun 2020, the length of study for a bachelor’s degree in Indo-

nesia is said to be normal if it takes about four years. However, in reality, many students 

still have not graduated although their length of study is already more than four years. 

There are many factors that can affect the graduation status of a student. The status  
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could be ‘on time’ or ‘not on time’.  In our study, we will define the graduation status 

for an undergraduate student is ‘on time’ if duration of study to obtain a bachelor's 

degree is four years. Otherwise, the graduation status will be called ‘not on time’. Cant-

well & Moore (1996) stated that students with high GPA exhibit a high level of self-

control. Moreover, the students who have higher self-control tend to more concentrate 

on their studies. As a result, their motivation to finish their studies on time will also 

increase. 

 The machine learning method (ML) is a data analysis method for classifying and 

predicting. ML is a field of artificial intelligence that is developed with the idea that a 

system can learn from data, discover data patterns, and make some decisions with as 

little human interaction as possible. ML is also a method that studies computer algo-

rithms in which the program will improve its performance automatically based on data 

and previous experience. The ML algorithm builds some models based on sample data 

(training data) to implement some activities such as prediction, classification, or deci-

sion without being given some explicit instructions (IBM Cloud Education, 2020; Koza 

et al., 1996; SAS Institute Inc., 2019). 

 A decision tree is a simple ML algorithm that separates observed data into some 

'branches' like a tree. Chalaris et al. (2015), Kamil & Cholil (2020), and Mayasari 

(2016) employed a decision tree to classify a student will graduate ‘on time’ or ‘not on 

time’. The results of their research show that the accuracy score of decision tree is 

around 60%. Although decision trees are simple to analyze and explain to some people, 

they also have some limitations. For example, the parameter estimates are not con-

sistent, and if there are some slight changes to the input data then it can have a big 

impact on the tree structure. 

 An ensemble method is a statistical method for making prediction or classification 

by combining two or more algorithms. The ensemble method is developed to overcome 

some limitations in a decision tree. An ensemble method can be categorized as bagging, 

stacking, or boosting. Random forest is an algorithm that is commonly used in the bag-

ging method. Random forest can overcome overfitting in prediction or classification. 

The prediction or classification produced by random forest is relatively accurate. How-

ever, the interpretation of results from random forest is more difficult because it relies 

on the aggregation of many trees. On the other hand, Adaptive Boosting (AdaBoost) is 

a boosting technique that is more frequently applied. AdaBoost prioritizes some better 

trees and gives them more weight for getting the final choice, so that the resulting model 

is easier to be interpreted. Furthermore, it will improve the accuracy of decision tree 

algorithm (Bauer & Kohavi, 1999; Breiman, 1996; Kohavi & Kunz, 1997; Maclin & 

Opitz, 1997). 

 The purpose of our research is to examine the data patterns related to the gradua-

tion status of a bachelor's degree from Universitas Negeri Jakarta (UNJ). The data pat-

tern is used to classify if an undergraduate student from UNJ will graduate on time or 

not on time by comparing the Adaboost, Random Forest, and Decision Tree algorithm. 

The variables that are used for classifying the status are the grade point average and the 

number of credits taken by the students. For the first-year students, the classification 

process will be based on their grade point average (GPA) and ‘satuan kredit semes-

ter/SKS’ (semester credit units) earned in semester one. The classification process for 
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the second-semester students will be based on the GPA and total credits taken in se-

mester one and semester two. The classification process for the third-semester students 

will be based on the accumulation of GPA and the total credits taken in semester one, 

two, and three. The classification procedures are similar for the students at the fourth, 

fifth, and sixth semester. The findings of our research are expected to help some study 

programs at UNJ for identification the graduation status of their students as soon as 

possible. Early detection of a student's ability to graduate ‘on time’ or ‘not on time’ is 

critical so that a study program can provide some special treatments, especially for the 

students who are identified as ‘not on time’ for his graduation. 

2 Methodology 

2.1 AdaBoost 

The AdaBoost is a machine learning technique that improves the performance of pre-

dictive models by integrating some simple prediction models (weak learners) into a 

more complex and accurate model (Freund and Schapire,1996). The weak learner is a 

classification technique whose classification results are only slightly more accurate than 

the random guessing method (Rokach, 2010). In each iteration, the AdaBoost will give 

more weight to data samples that were improperly classified in the previous iteration. 

As a result, it will allow the Adaboost to improve the prediction for samples which are 

difficult to be classified. In each iteration, a new predictive model is generated and 

combined with the previous models, so that it will be produced a final predictive model 

which is better and more effective. AdaBoost may generate some prediction models 

that are quite robust and provide good generalizations to the structured data (Schapire, 

2013). The pseudocode for Adaboost algorithm could be described as follows (Shalev-

Shwartz & Ben-David, 2014): 

input: 

training set 𝑆 = (𝒙1, 𝑦1), … , (𝒙𝑚 , 𝑦𝑚) 

weak learner 𝑊𝐿 

number of rounds 𝑇 

initialize 𝑫(1) = (
1

𝑚
, … ,

1

𝑚
). 

for 𝑡 = 1, … , 𝑇: 

invoke weak learner ℎ𝑡 = 𝑊𝐿(𝑫(𝑡), 𝑆) 

compute 𝜀𝑡 = ∑ 𝐷𝑖
(𝑡)

𝐼[𝑦𝑖≠ℎ𝑡(𝒙𝑖)]
𝑚
𝑖=1  

let 𝑤𝑡 =  
1

2
ln (

1

𝜀𝑡
− 1) 

update 𝐷𝑖
(𝑡+1)

=
𝐷𝑖

(𝑡)
𝑒𝑥𝑝(−𝑤𝑡𝑦𝑖ℎ𝑡(𝒙𝑖))

∑ 𝐷𝑗
(𝑡)𝑚

𝑗=1 𝑒𝑥𝑝(−𝑤𝑡𝑦𝑗ℎ𝑡(𝒙𝑗))
 for all 𝑖 = 1, … , 𝑚 

output the hypothesis ℎ𝑠(𝒙) = 𝑠𝑖𝑔𝑛(∑ 𝑤𝑡ℎ𝑡(𝒙)𝑇
𝑡=1 ). 
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2.2 Permutation Feature Importance 

Breiman (2001) created the permutation feature significance technique to assess the 

importance of each feature in an ML model. This strategy works by calculating how 

much the model's performance changes when the value of each feature is randomized. 

The relative contribution of each feature to the model's accuracy can be estimated by 

measuring these changes. The higher the difference in accuracy upon randomization, 

the more significant the feature in the model. This technique is relatively straightfor-

ward and may be used in a wide range of ML models, with the results assisting in fea-

ture selection and the building of better models. The permutation feature importance 

technique procedure, according to Louppe et al. (2013), is given by as follows:  

input: 

fitted predictive model 𝑚 

tabular training dataset 𝐷 

for each feature 𝑗: 
for each repetition 𝑘 in 1, … , 𝐾: 

Randomly shuffle column 𝑗 of dataset 𝐷 to obtain �̃�𝑘,𝑗, 

a corrupted version of the data.  

Compute the score 𝑠𝑘,𝑗 of model 𝑚 on corrupted data �̃�𝑘,𝑗. 

Compute importance 𝑖𝑗 for feature 𝑓𝑗 defined as: 

𝑖𝑗 = 𝑠 −
1

𝐾
∑ 𝑠𝑘,𝑗

𝐾

𝑘=1

 

2.3 Research Data 

The data of GPA for UNJ students from Semester 105 (2016) to Semester 114 (2021) 

were obtained from the Unit Pelaksana Teknis Teknologi, Informasi dan Komunikasi 

(UPT TIK) UNJ. Our observation subjects are the undergraduate students who enrolled 

at UNJ in the academic year of 2016/2017 and 2017/2018. They are considered as our 

observation units because we could have the information about their GPA from semes-

ter 1 until their graduation, so that we can identify them as a student who graduate ‘on 

time’ or ‘not on time’. In 2016 and 2017, there were 10,215 undergraduate students at 

UNJ. This number also includes the students who withdrew or moved to other univer-

sities. Then, our analysis is only based on 8,295 students. 

2.4 Data Analysis Procedures 

1. The data was divided into two parts: training data (up to 80% of total data) and test-

ing data (up to 20% of total data). 

2. A model was selected using 10-fold cross-validation on training data from semesters 

1 to 6. For each semester, three models (AdaBoost, Random Forest, and Decision 

Tree) were specified. The input variables were GPA and number of credits. A total 
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of 18 models were built, and for each semester, the model with the highest accuracy 

was chosen. 

3. An F-test was carried out to find out whether there was a significant difference in 

accuracy scores produced by the three models (AdaBoost, Random Forest, and De-

cision Tree). The level of significance (α) that was specified was 0.0167 (after Bon-

ferroni correction). 

4. T-tests were carried out to determine whether the pairs of models had a significant 

difference in accuracy scores. The level of significance (α) that was specified was 

0.0167 (after Bonferroni correction). The t-tests were conducted if the results of the 

F-test suggested that there was a significant difference in accuracy scores among the 

three models. Then, based on the results of the t-tests, the model with the highest 

accuracy score was selected. 

5. The testing data was fitted using the selected model in (4), and the final accuracy 

score was calculated. 

6. Using the permutation feature importance technique, the percentage of importance 

of the factors (independent variable/input) used to classify the graduation status of 

UNJ students was calculated. 

3 Results 

The accuracy of decision trees, adaboost, and random forest algorithms for classifying 

whether a student will graduate ‘on time’ or ‘not on time’ are evaluated in our study. 

Figure 1 presents the boxplot of accuracy among AdaBoost, Random Forest, and Deci-

sion Tree algorithms from 1st semester until 6th semester. 

 

 
(A) 

 
(B) 
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Fig. 1. The accuracy scores in the first semester (A), second semester (B), third semester (C), 

fourth semester (D), fifth semester (E), and sixth semester (F). 

The Adaboost algorithm has the highest average accuracy (around 62%), with a sub-

stantial difference in accuracy scores among the three algorithms (p-value close to 

zero). It is considered the best algorithm for classifying whether a student will graduate 

on time or not based on student’s performance in the first semester. 

In the second semester, the random forest algorithm produces the most consistent 

classification results due to its smallest variance of accuracy scores. However, the Ada-

boost algorithm has the largest average accuracy score (58.7%), which is not signifi-

cantly different from the random forest. This makes it the best algorithm for this se-

mester. 

For the third semester, the Adaboost algorithm has the highest average accuracy 

score (about 2% to 5% higher than the decision tree and random forest). The F-test 

results show that the decision tree, adaboost, and random forest algorithms have sub-

stantial differences in accuracy scores. Furthermore, the t-test findings reveal that ada-

boost is noticeably different from the other two methods. 

In the fourth semester, the Adaboost algorithm has the highest average accuracy 

score (61.1%), with a smaller diversity of accuracy scores than random forest. This 

makes it the best method for classifying students in the fourth semester about their 

graduation time. 
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The random forest algorithm has the highest average accuracy score (62.5%) and is 

the most consistent in semester 5, with the smallest variety of accuracy values. Consid-

ering the higher average accuracy scores and lower diversity of accuracy scores, the 

random forest algorithm is considered the best for predicting semester 5 students' grad-

uation time. 

The random forest algorithm has the greatest average accuracy score in semester 6, 

with an average of 64.9%. The p-value is near zero, indicating a substantial difference 

between the adaboost, decision tree, and random forest methods. The t-test findings 

suggest that the random forest algorithm differs significantly from the other two algo-

rithms. 

Having examined the overall accuracy of the AdaBoost, Random Forest, and Deci-

sion Tree algorithms, we are now interested in understanding which variables are most 

important for each algorithm. Figure 2 will show the importance of each variable. 

 

 
(A) 

 
(B) 

 
(C) 

 

Fig. 2. The importance of independent variable in the AdaBoost (A), Decision Tree (B), and 

Random Forest (C) 

Figure 2 depicts the importance level of variables based on the Permutation Feature 

importance criteria. By applying the three algorithms, i.e adaboost, decision tree and 

random forest, it can be found that the number of credits up to semester 6 and the se-

mester 6 GPA are the variables which have the largest of importance level. The credits 

variable, on the other hand, has an importance level of up to 8% in the random forest 

algorithm, indicating that it determines nearly 10% of the prediction outcome. Figure 2 

further shows that, except for semester 1’s GPA, all variables in the random forest al-

gorithm have almost the same level of importance. This contrasts with the adaboost and 

decision tree algorithms, where the importance level of other variables does not exceed 

2% except for the 6th-semester credits and GPA variables. 

4 Conclusion 

In this study, the decision tree, adaboost, and random forest algorithm are evaluated to 

classify some undergraduate students in UNJ whether they will graduate on time or not 

time. The classification is carried out for the students from semester 1 through semester 

6. By utilizing the GPA and the number of credits that earned for the subjects taken by 
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the student, an undergraduate student from semester 1 through semester 6 can be clas-

sified whether his (or her) graduation status will be on time or not on time in the end of 

their studies. The performance of ensemble methods (Adaboost and random forest) is 

better than the decision tree algorithm, with the average of accuracy scores difference 

ranging 2% to 5% in each semester. Furthermore, our study revealed the two key vari-

ables for classifying graduation status, namely the number of credits up to semester 6 

and the GPA in semester 6. The number of credits has an importance level of roughly 

5% to 8% in the ensemble methods, whereas the GPA has an importance level of around 

3% to 4%. Meanwhile, in the decision tree algorithm, the number of credits has an 

importance level of roughly 6% and the GPA of around 3%. Other variables have a 2% 

importance level in the random forest method. However, they are less than or equal to 

1% in the decision tree and adaboost. The final result from our classification obtains 

the highest accuracy score is 64%. 
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