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Abstract. Medical image segmentation is critical in advancing healthcare sys-

tems, notably disease finding and medication scheduling. Because of its simplic-

ity and efficacy, fuzzy c-means-based clustering emerged as an efficient algo-

rithm for lesion extraction. The downsides of FCM include its sensitivity to be-

ginning values, quick descent on local minima, and noise exposure. This study 

proposes a raindrop optimization idea, a soft clustering-based medical image seg-

mentation algorithm with a noise reduction mechanism. A hybrid filter is a 

smoothing filter to exclude any potential interference in the image. The procedure 

implemented in MATLAB software detects and extracts tumors from brain mag-

netic resonance images from the BraTS data set. A comparative study of the pro-

posed method with some cluster-based segmentation techniques reveals that the 

suggested system performs significantly better than the current cluster-based seg-

mentation methods. 
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1 Introduction 

The process of classifying regions of an image that have similar characteristics or at-

tributes is called image segmentation. Images are segmented based on pixel color, his-

tograms of directed gradients, Local Binary patterns, etc.[1]. Medical imaging, object 

detection, remote sensing, and a wide range of other fields can benefit from segmenta-

tion [2]. Segmentation is used in medical imaging for image presentation, attribute ex-

traction, and image measurement, among other things. Image segmentation is essential 

for finding anomalies in anatomical regions, including the brain and lungs, tumor iden-

tification, blood cell classification, surgery simulations, coronary border detection in 

angiograms, microcalcification detection on mammograms, and more [3-6]. 

Various segmentation methods have already been built and used in multiple appli-

cations. Two approaches for segmenting images are discontinuity-based and similarity-

based [1],[7-9]. The discontinuity-based technique detects the sudden changes in an 

image's intensity values. In the latter method, pixels of comparable intensity values get 

grouped to enable the segmentation. This approach starts with a collection of seed 

points in the region-growing strategy and pixels that have the matching magnitude as 

the seed point forms an area. The region-growing method expands regions according  
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to their resemblance and closeness [10-11]. The split and merge approach creates a 

more prominent section by dividing the original image into miniature images, combined 

with residual images with comparable features [1-2], [12,13]. 

The soft clustering approach known as fuzzy C-means (FCM) is centered on a pri-

mary region-growing method [14-16]. In this algorithm, one data point can belong to 

multiple clusters. As a result of its efficiency and ease of use, FCM has emerged among 

the most extensively used clustering methods. However, FCM has the drawbacks of 

being sensitive to preliminary values, local optimal solutions, and noise sensitivity [17]. 

Zotion et al. [18] presented an FCM clustering algorithm incorporating denoising for 

image segmentation. The Canny operator detected the delicate boundaries of the im-

ages. The performance of an FCM clustering algorithm is affected by possible noise in 

the acquired image and a fixed value of the fuzzifier. Mishro et al. [19] proposed a 

segmentation approach that replaces a fixed fuzzifier with an adaptive linguistic fuzzi-

fier. Misclassification of the noisy pixels was reduced by introducing the spatial details 

in the membership. Bakhtyar et al. [3] presented a clustering strategy for extracting 

lesions from a medical image. Their study mentioned various imaging and clustering 

approaches. Dhanachandra et al. [20] discussed a PSO algorithm for image segmenta-

tion. Furthermore, the anti-noise capacity is improved by a noise diminution process 

based on the neighboring pixels. MRI and synthetic picture data are used to assess the 

algorithm's performance. 

Zhou et al. [21] presented the UNet++ architecture for accurate and instance picture 

segmentation. This approach employed a group of U-nets of varying depths that shared 

a piece of an encoder and learned together under deep supervision. A trimming process 

increases the processing speed. Chen et al. [22] proposed TransUNet as a tool for image 

segmentation. The findings exhibit that the indicated approach acts superior by retriev-

ing focused spatial evidence. Hesamian et al. [23] examined image segmentation meth-

odologies and network structures and their pros and cons. Debesh Jha et al. [24] intro-

duced ResUNet++, an improved ResUNet architecture for colonoscope image segmen-

tation. The results show that ResUNet++ outperforms the ResUNet structure. 

Kirillov et al. [25] presented a classical computer graphics method for image seg-

mentation. They demonstrated a neural network-based rendering network model. An 

iterative subdivision technique involves executing point-based segmentation projec-

tions at modifiable selected places. 

In the Rain Optimization Method (ROA), demonstrated by Moazzeni et al. [26] the 

particle behaves similarly to optimization based on a gradient approach and conven-

tional single-point algorithms such as hill-climbing. When a droplet starts moving, it 

will follow its path until it encounters the slightest barrier. All droplets would go 

through the same scenario. When a droplet achieves the lowest radius, its radius slowly 

lowers, considerably boosting the accuracy of the answer. 

Kaboli et al. [27] presented an optimization algorithm, compared its accomplishment 

to various heuristic search methods, and found that the results were equivalent. 

A thorough examination of current approaches reveals that better segmentation can 

enhance lesion detection and diagnosis accuracy. So, we propose an FCM clustering 

algorithm optimized with ROA enhanced with noise reduction to extract lesions in MR 

images. 
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The remaining part of this paper is arranged as follows. The second section discusses 

the suggested method in detail. The implementation results are discussed in section 3, 

and the main conclusion is presented in Section 4, followed by references. 

2 Proposed methodology 

In medical research and related areas, digital imaging plays a crucial role. Image seg-

mentation techniques help in accurate diagnosis and treatment schedules [28,29].   

White matter, cerebrospinal fluid, and gray matter are the three components that make 

up healthy brain matter. The characteristics of lesions in the brain vary. This research 

extracts lesions from brain MR images using feature-based clustering. There are four 

main steps in the suggested strategy. The gathering of image data for the evaluation of 

the algorithm's performance is the initial step. The needed data is from the BraTS 2018 

dataset. A variety of noise could be present in the acquired image, such as speckle noise. 

This noise removal occurs in the second stage, the preprocessing. This stage makes use 

of a hybrid filter. The next step is segmentation using soft clustering. The ROA algo-

rithm enhances the FCM clustering's performance. The segmented lesion and the back-

ground images result from this clustering stage. 

3 FCM clustering approach 

There are two kinds of clustering algorithms: hard clustering and soft clustering. A 

single data point fits into only one cluster in hard clustering, whereas data points in soft 

clustering can belong to multiple groups. FCM is used to segment the lesion in the 

magnetic resonance image. FCM is a fuzzy clustering algorithm centered on probabil-

ity. In FCM, one data point can potentially belong to many clusters in this technique 

[1], [30]. 

 Let the dataset be of n input data points given as 𝑆 = {𝑠1, 𝑠2, 𝑠3, . . . . . , 𝑠𝑛}. We divide 

this datapoint into P groups or clusters, 𝑃 = {𝑃1, 𝑃2, 𝑃3, . . . . . , 𝑃𝑞}. The algorithm opti-

mizes the objective function by manipulating the evaluation components.  

The objective function is presented by Eq.(1). 

 𝐽 = ∑ ∑ 𝑈𝑞𝑟
𝑚

𝑛

𝑟=1

𝐶

𝑞=1

𝐷𝑞𝑟
2                                                                                              (1) 

where, ‘m’ indicates the fuzzy element, 𝑈𝑞𝑟  represents the degree of truth and 𝐷𝑞𝑟  in-

dicates the distance from the 𝑟𝑡ℎ instance to  𝑞𝑡ℎcluster centroid.  This parameter is 
represented by the Eq. (2). 

𝐷𝑞𝑟 = ‖𝑆𝑞 − 𝐶𝑟‖                                                                                                    (2) 

the degree of truth, 𝑠𝑖 in 𝑗𝑡ℎ group is specified by the Eq. (3). 
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𝑈𝑖𝑗 =
𝐷𝑞𝑟

2
1−𝑚

∑ 𝐷𝑘𝑟

2
1−𝑚

𝐶

𝑘=1

, 𝑞 ∈ [1, 𝐶], 𝑟 ∈ [1, 𝑛]                                                      (3) 

 
and the centroid of the cluster is given by the Eq. (4) 

𝐶𝑞 =
∑ 𝑈𝑞𝑟

𝑚 𝑆𝑟
𝑛

𝑟=1

∑ 𝑈𝑞𝑟
𝑚𝑛

𝑗=1

, 𝑞 ∈ [1, 𝐶]                                                                                 (4) 

3.1 Rain optimization algorithm (ROA) 

The ROA is stimulated by the natural behavior of raindrops dripping down a slope 

toward a valley [26]. Droplets dropped on a flat surface may be sucked up by the soil 

or vanish by evaporation, whereas droplets that fall on a gradient surface may travel 

downward and join with other droplets. The droplet formation depends on the soil prop-

erty and earth topology. If the droplet size is enormous, the scenario will be different. 

Large droplets can quickly combine, resulting in flooding. As a result, parameter ad-

justment is crucial in the raindrop optimization process. The raindrop optimization al-

gorithm creates an initial population at random on the first iteration. The drop's neigh-

bor point positions are contrasted to its location before advancing towards the lowest 

neighbor value. The raindrop will continue to descend until it reaches the valley. Even 

if there are pools on the way to the valley, if all the drops are dribbling down from a 

higher to a lower position, the RFO algorithm allows them to continue their travel to 

the canyon [31]. Evaporation or absorption can diminish the radius of a raindrop, but it 

can also increase as it interacts with other raindrops. Every single droplet’s length is 

chosen haphazardly from an adequate choice. An individual droplet examines its prox-

imity in every iteration, which is determined by its size. If a single droplet is still not 

tied to another droplet, look for the final limit of the region it has covered. As each 

droplet solves a problem in n-dimensional space, it contains n variables. Because the 

droplet radius will establish these bounds, the lower and upper limits of variable one 

will be investigated first [32]. This is followed by testing two of variable two's end-

points and continues until the last variable is assessed. At this point, the first droplet's 

cost alters by pushing it below. This is not the droplet's last action and will continue to 

diminish in the same direction as the cost function falls. Once the entire droplet has 

been through this process, each droplet's position and cost will be ascertained. 

    If the parameters of this algorithm are properly calibrated, it can find both global and 

local extremums. 

The first iteration of the algorithm begins with the random generation of the initial 

population. Assume that the population size is s. Then, the drop figure Dn can be de-

scribed as 
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𝐷𝑛 = [𝑠𝑛,1, 𝑠𝑛,2, 𝑠𝑛,3, . . . . . , 𝑠𝑛,𝑣], 𝑛 ∈ {1,2,3, . . . , 𝑠}                                                    (5) 

where v indicates the variables used in the optimization process.  

When two droplets of radius 𝑟1 and  𝑟2 are close enough to one another, they may 

form a bigger drip with radius R defined by Eq. (6). 

𝑅 = (𝑟1
𝑓

+ 𝑟2
𝑓

)
1

𝑓⁄                                                                                                             (6) 

in which f denotes each droplet's variable count. 

In the event when soil properties prevent a droplet from advancing, the radius can 

be given as in Eq. (7). 

𝑅 = (𝛼𝑟1
𝑓

)
1
𝑓                                                                                                                    (7) 

The population size decreases following a few repetitions, and larger dewdrops emerge. 

Increased iterations improve the speed with which effective solutions are identified, 

and the cluster group is created in the lowest amount of time while also reducing noise. 

4 Results analysis 

This segment examines the investigational outcomes achieved using the proposed 

method. MATLAB version 2021a is used to implement the offered plan. The public 

source BraTS 2018 provided the dataset used for the algorithm evaluation. The selected 

image has 256 × 256-pixel resolution. Figure 1 displays the pictures utilized in the eval-

uation of the algorithm. The input image, filtered image, and the segmented image for 

the selected five test images are shown in figure 2. 
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Fig. 1.  Images used for lesion extraction  

4.1 Performance metrics 

The metrics used for evaluation are the partition entropy (PE) and the partition coeffi-

cient (PC), which are defined below in Eq.(8) and (9). 

𝑃𝐶 =

∑ ∑ 𝑈𝑖𝑗
2

𝐶

𝑗

𝑁

𝑖

𝑁
                                                                                                           (8) 

 

𝑃𝐸 =

∑ ∑ 𝑈𝑖𝑗log𝑈𝑖𝑗
𝐶

𝑗

𝑁

𝑖

𝑁
                                                                                                   (9) 

4.2 Performance analysis 

This segment presents the results obtained using the suggested algorithm. In Figure 2, 

the first column of images indicates the input images, and the second column shows the 

preprocessed, filtered images. The third and fourth columns indicate the 
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Fig. 2. Image output at different stages of the algorithm.  

segmented lesion and non-lesion regions. Table 1 presents a performance comparison.  

Table 1. Proposed Algorithm Outcomes 

Sl.No. PC PE 

1 0.9855 0.0265 

2 0.9659 0.0597 

3 0.9712 0.0508 

4 0.9752 0.0447 

5 0.9664 0.0544 

Mean 0.9708 0.0472 

of five medical images. The PC value for the examined data sets is 0.9708 on average, 

ranging from 0.9659 to 0.9855. The five selected pictures have an average PE value of 
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0.0472, ranging from 0.0265 to 0.0597. The comparison is depicted graphically in fig-

ure 3 below. The ideal clustering is achieved when PC and PE are at their maximum 

and minimal locations. PC and PE are in the [0,1] space. With a mean PC value of 

0.9708, and a PE value of 0.0472, the suggested algorithm performs comparably. 

 

Fig. 3. PC and PE comparison of selected images  

The proposed algorithm is compared with Chaudhuri et al. [33], Dhanachandra et al. 

[20], and Chuang et al. [30] and is shown in table 2. 

Table 2. Performance comparison 

 

The comparison is depicted graphically in figure 4 below. The proposed algorithm per-

forms lesion detection with an average PC of 0.9708, and PE of 0.0472. The obtained 

PC value is better than the considered techniques. PE is better than all other techniques 

considered. 

 

Technique applied Partition coefficient (PC) Partition entropy (PE) 

IFPCM 0.7666 0.5766 

DPSO-FCM 0.94 0.13 

FCM-SFCM 0.888 0.234 

Proposed method 0.9708 0.0472 
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Fig. 4. Performance comparison  

The outcome of the proposed system is appreciable compared to the existing methods. 

5 Conclusion 

This paper presented a competent tumor extraction strategy for medical images using a 

raindrop-optimized fuzzy c-means clustering algorithm. The public source BraTS 2018 

provided the dataset for the algorithm performance assessment. A hybrid filter associ-

ation is a mean, median, and Gaussian filter for noise reduction and smoothing opera-

tions. A comparative analysis of the proposed system for five medical images was per-

formed.  For the evaluated data sets, the PC value ranges from 0.9659 to 0.9855, and 

the PE varies from 0.0265 to 0.0597. A comparative study of the proposed method with 

some cluster-based segmentation techniques was conducted. The proposed algorithm 

performs lesion detection with an average PC of 0.9708 and PE of 0.0472. The outcome 

of the proposed system is appreciable compared to the existing cluster-based segmen-

tation methods. 
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