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Abstract. The SimHash algorithm is a type of hash method used to deduplicate 
large web pages. It is also widely used in text similarity comparison due to its 
high effectiveness and efficiency. In this paper, we improve the classical Sim-
Hash algorithm in semantic similarity detection of large Chinese texts. In our 
method, word similarity is first calculated using the text similarity determination 
method based on CiLin path depth algorithm, then the keywords extracted using 
TF-IDF are processed for synonym redundancy. Finally, dual-semantic finger-
prints are generated and the Hamming distance between the fingerprints is calcu-
lated. The experimental results show that this improved SimHash algorithm is 
superior to the classical SimHash algorithm in terms of F1_score. It is suggested 
that this algorithm can further improve the probability of semantically finding 
infringing texts and provide technical support for digital copyright infringement 
detection. 

Keywords: Infringement detection; Text similarity; CiLin; Dual-semantic fin-
gerprinting 

1 INTRODUCTION 

Digital Rights Management (DRM) is the primary means of copyright protection for 
digital works distributed over the Internet. DRM is defined by the Association of Amer-
ican Publishers as the technology, tools and processes that protect intellectual property 
rights during digital content transactions. DRM is considered a systematic solution, in-
cluding information security technology, to ensure the normal use of digital information 
(such as digital images, audio, video, etc.) by legitimate and authorised users, while 
protecting the copyright of the creators and owners of digital information, generating 
legitimate revenue based on copyright information, and identifying the copyright of  
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digital information in the event of copyright infringement. In DRM, digital copyright 
protection technology is a set of software and hardware technologies that protect the 
intellectual property rights of various digital content, ensure the legal use of digital 
content throughout its life cycle, balance the interests and needs of various stakeholders 
in the digital content value chain, and promote the overall digital market and infor-
mation dissemination. Digital copyright protection technology covers the entire process 
of digital content circulation, from production to distribution, from sale to use, and in-
volves the entire digital content value chain. 

The Internet has generated a large amount of digital content and has greatly facili-
tated the sharing and distribution of digital content. However, it has also exacerbated 
the problem of digital copyright infringement, with text infringement becoming more 
serious [1]. Digital content infringement detection is an important work in copyright 
protection of digital works, and its technical basis is content similarity comparison. 
Therefore, the use of text similarity algorithms to quickly find possible similar texts 
from large amounts of text and to assist in determining infringements will undoubtedly 
greatly improve the efficiency of infringement detection. 

The SimHash algorithm and the similarity calculation method based on CiLin are 
both mainstream text similarity algorithms. In this paper, we propose a large-scale Chi-
nese text similarity measure based on dual-semantic fingerprinting and apply it to text 
infringement detection in the field of copyright protection. The method combines the 
improved SimHash algorithm with the lexical similarity calculation of CiLin to gener-
ate the dual-semantic fingerprints of texts by synonymous substitutions, and calculates 
them separately. This not only accounts for text semantics and possible malicious ma-
nipulation, but also addresses the need for efficient similarity detection for large texts. 

2 RELATED STUDIES 

Currently, many text similarity methods have been proposed. Wang et al. classified 
them into surface text similarity (STS) and semantic similarity (SS) [2]. STS directly 
targets the original texts and acts on string sequences or character combinations, using 
the degree of character correspondence or the distance between two texts as the measure 
of similarity. It is usually divided into character-based and term-based, according to the 
methods of computational granularity. In response to the problem that STS only pro-
cesses superficial words regardless of semantics, SS is proposed. SS mainly includes 
knowledge-based and corpus-based hybrid methods to improve the effectiveness. 

The surface text similarity calculation methods represented by Vector Space Model 
(VSM) and Bag-of-Words (BOW), which take the text as a vector for calculation. The 
feature vectors generated by the above methods are usually high-dimensional, sparse 
and lack semantics. Peng et al. proposed a Chinese text similarity calculation method 
based on concept similarity. In the method, the text is transformed into a lexical vector 
space model, and the lexicon is divided into a set of concepts [3]. The similarity be-
tween words is obtained by calculating the inner product between concepts, and finally 
the text similarity is calculated based on the word similarity. However, for large text, 
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two types of algorithms based on set and vector space models have problems of high 
workload, low efficiency and poor accuracy [2]. 

It is well known that hash algorithm-based detection techniques are characterised by 
unidirectionality, collision resistance and uniformity of mapping distribution, which 
have been shown to significantly reduce memory computation overhead and detection 
time by mapping text into unique fixed-length binary codes. Li et al. proposed a re-
peated comment detection method based on cryptographic hash matching techniques 
(e.g. SHA-1 and MD5) and used it to determine the similarity of forum comments. In 
their experiments, the proposed method showed better performance than classical algo-
rithms such as I-Match and DSC [4]. Since classical hash algorithms are based on ran-
domly mapping original texts into unique hash values, they can determine whether two 
texts are the same, but cannot measure the similarity between them [5]. In addition, the 
technical characteristics of collision resistance and avalanche effect will cause violent 
disturbance in the hash values, even slight changes occur in the original texts. This 
means that hash values generated by classical algorithms cannot fairly and accurately 
measure similarity. 

To address the problems associated with classical hashing methods, Charikar pro-
posed the SimHash fingerprinting technique to make similar texts produce similar 
hashes, thus laying a theoretical foundation for achieving slightly modified digital fin-
gerprint similarity detection [5]. Manku et al. demonstrated Charikar's fingerprinting 
technique on a multi-billion repository of web documents, solving the Hamming dis-
tance problem for fast search of similar fingerprints [6]. Currently, SimHash has been 
widely used in text deduplication [7-9], code clone detection [10-11], approximate text 
retrieval [12-17], encrypted data search [18-19], document similarity detection [20-24], 
etc. However, the classical SimHash algorithm can only achieve surface text similarity 
calculation and cannot compare the deep rich semantics of Chinese text, which should 
be improved in semantic similarity calculation. 

3 METHODS 

Even though the SimHash algorithm has been shown to be effective for near-duplicate 
detection of large web pages and texts [6-9], the generated fingerprints can only achieve 
a superficial text similarity comparison if the semantics of the text are ignored, which 
results in low effectiveness of recognition of synonyms and polysemous words. It is 
necessary to consider the semantics to further determine the similarity between large 
texts. Since that the CiLin-based similarity measure algorithm has achieved better re-
sults in experiments compared to manual determination [25], which can redundantly 
process the keywords extracted from the text with synonyms, this paper combines them 
to propose a dual-semantic fingerprinting approach. Fig. 1 shows the flow of the pro-
posed algorithm. 
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Fig. 1. Flowchart of dual-semantic fingerprinting-based text similarity detection 

3.1 Pre-processing Texts 

In the field of natural language processing, a text is usually considered as a collection 
of sentences, which are regarded as sequences of words, phrases. Since texts are written 
in various formats, each text is usually converted to a plain text for ease of processing. 
In practice, tokenisation is used to pre-process the texts. Text pre-processing usually 
involves punctuation erasure, n-char(s) filter, stop-word-filter and case-converter [27]. 
For Chinese texts, word segmentation and part-of-speech filtering are conducted in ad-
vance. After the text has been converted into a set of words, TF-IDF [28] or TextRank 
[29] algorithms are often used for keyword extraction. Qian et al. found that keywords 
extracted using TextRank were significantly less effective than TF-IDF, which ex-
tracted keywords with more occurrences and ignored the importance of the words, 
while TF-IDF avoided these problems and ensured that the extracted keywords could 
reflect the main content of the text. 

Since the SimHash algorithm generates hash values by segmenting words in the full 
text, a large number of non-keywords will contribute little to the semantic expression 
and reduce the accuracy of text fingerprinting, making the text fingerprints generated 
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with low efficiency. In this study, TF-IDF is used to extract keywords and generate text 
fingerprints of keywords instead of full text. 

3.2 Generating text fingerprints 

In this study, SimHash is used to generate text fingerprints. As a typical locality sensi-
tive hash (LSH) algorithm, SimHash is used to perform fast approximate nearest neigh-
bour search in high-dimensional data sets [5]. The core idea of SimHash is random 
projection. For two data points mapped to a low-dimensional dataset, if they are adja-
cent in the original set, it is highly likely that they are still adjacent in the new low-
dimensional dataset, and vice versa. This suggests that there is a high probability that 
samples will remain similar to each other after dimension reduction. SimHash maps 
high-dimensional textual feature vectors into binary codes with a fixed number of bits 
(e.g. 64 bits). The binary codes are referred to in this paper as "fingerprints". Finger-
prints are sensitive to a few bits, so the similarity between fingerprints can be measured 
by Hamming distance or Levenshtein distance. 

The SimHash algorithm uses random projection as its hash function. Given a collec-
tion of vectors, SimHash defines the family of functions in Eq. (1). 

 ℎ𝑟(�⃗⃗�) = {
1    𝑖𝑓 𝑟 ∙ �⃗⃗� ≥ 0

0    𝑖𝑓  𝑟 ∙ �⃗⃗� < 0
 (1) 

Where 𝑟 ∙ �⃗⃗� represents the dot product of the vectors �⃗⃗� and 𝑟. For vector �⃗⃗� and �⃗�, 
there is 

 𝑃𝑟[ℎ𝑟(�⃗⃗�) = ℎ𝑟(�⃗�)] = 1 −
𝜃(�⃗⃗⃗�,�⃗⃗�)

𝜋
 (2) 

Eq. (2) illustrates the probability that their hash values are the same value at a given 
bit, where 𝜃(�⃗⃗�, �⃗�) is the angle between the two vectors. 

3.2.1 Generating the first text fingerprint. 
We use TF-IDF to extract keywords from the text. For proper nouns in a domain that 

occur repeatedly in the text set, the IDF will reduce the importance of the text, which 
is the shortcoming of TF-IDF. Therefore, the weight calculation of keywords needs to 
be adjusted in conjunction with more semantic factors, such as word length. In practice, 
Wang et al. used the topic relevance of words as an additional weight and the length of 
the terminology vocabulary as a basis for judging the topic relevance of words. They 
obtained the fitted normal distribution function of word length by counting the lengths 
of 10,000 Chinese terms in the CSSCI keyword database and performing a normal fit 
in Eq. (3). 

 𝑓(𝑥) = 2510 × 𝑒−(
𝑥−4.51

2.207
)

2

 (3) 

The Chinese term length function is defined in Eq. (4). 
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 𝑙𝑒𝑛(𝑥) = 2510 ×
𝑒

−(
𝑥−4.51
2.207 )

2

10000
= 0.251 × 𝑒−(

𝑥−4.51

2.207
)

2
  (4) 

Where 𝑥 is the length of the word. Undoubtedly, the closer the word length is to 
4.51, the higher the function value of the function. This means that the word has a 
higher thematic relevance. Combining the TF-IDF with the length function in Eq. (4), 
the weight of the keywords is calculated in Eq. (5). 

 𝑤(𝑖) = 𝑡𝑓𝑖,𝑗 × 𝑖𝑑𝑓𝑖 × (1 + 𝑙𝑒𝑛(𝑥𝑖)) (5) 

Where 𝑥𝑖 is the length of word 𝑖. 
As an improved weight function, 𝑤(𝑖) is used to generate the first semantic finger-

print of the text. 

3.2.2 Generating the second text fingerprint. 
It is well known that synonyms express the same meaning in different words, result-

ing in different text fingerprints. This means that a text can evade infringement detec-
tion by replacing words in the text with synonyms. In this study, the keywords of the 
compared texts are replaced with synonyms and fed into the SimHash programme to 
generate the second fingerprints. We use CiLin to obtain synonyms of keywords. 

CiLin is a classical Chinese synonym dictionary compiled by Mei et al. in 1983 [30]. 
CiLin is computable. It was originally designed to classify and categorise Chinese syn-
onyms and homonyms, and then extended by the Information Retrieval Laboratory of 
the Harbin Institute of Technology. In the extended version of CiLin, entries are organ-
ised in a five-level tree-like structure. In the tree-like category, nodes in each level be-
long to five categories: major category, middle category, subcategory, word group, and 
atomic word group. 

In CiLin, the synonym is discovered by a path distance-based algorithm [2]. The 
algorithm computes the similarity between two words by the distance of their shortest 
path and the node depth in the ontology structure [25]. In this algorithm, for any two 
senses 𝑠1 and 𝑠2, their similarity is computed in Eq. (6). 

 𝑆𝑖𝑚(𝑠1, 𝑠2) =
𝐷𝑒𝑝𝑡ℎ(𝐿𝐶𝑃(𝑠1,𝑠2))+𝛼

𝐷𝑒𝑝𝑡ℎ(𝐿𝐶𝑃(𝑠1,𝑠2))+𝛼+𝑃𝑎𝑡ℎ(𝑠1,𝑠2)+𝛽
 (6) 

Where 𝐿𝐶𝑃 is the nearest common parent node of the word senses 𝑠1 and 𝑠2. 𝑃𝑎𝑡ℎ1, 
𝑃𝑎𝑡ℎ2 are the path distances from 𝑠1 and 𝑠2 to their nearest common parent nodes, re-
spectively. 𝐷𝑒𝑝𝑡ℎ is the depth distance from the nearest common parent node of 𝑠1 and 
𝑠2  to the root node. 𝑃𝑎𝑡ℎ(𝑠1, 𝑠2) = 𝑃𝑎𝑡ℎ1 + 𝑃𝑎𝑡ℎ2  represents the shortest path be-
tween two senses. 𝛼 is the depth adjustment parameter and 𝛽 is the path adjustment 
parameter. 

Considering that there are words with multiple senses, the final similarity of the two 
words is the one with the greatest similarity among all pairs of senses. Given that the 
word has senses, its similarity in CiLin is calculated in Eq. (7). 

 𝑆𝑖𝑚(𝑤1 , 𝑤2) = {𝑆𝑖𝑚(𝑠1𝑖 , 𝑠2𝑗)}
1≤𝑖≤𝑚,1≤𝑗≤𝑛

𝑚𝑎𝑥          
 (7) 
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Where 𝑆𝑖𝑚(𝑠1𝑖 , 𝑠2𝑗) is the similarity value of the 𝑖-th sense of word 𝑤1 to the 𝑗-th 
sense of word 𝑤2. 

The Common Nouns dataset published by Miller & Charles (M & C) and its manual 
scores are used as the standard, which consists of 30 English noun pairs with high, 
medium and low semantic similarity, respectively [26]. Eq. (10) is used to calculate the 
similarity of this dataset and obtain its Pearson correlation coefficient with the M & C 
manual value. Then, using the word similarity calculation method based on CiLin in 
Reference [25], words with similarity to keywords equal to 1.0 are extracted for their 
synonymous substitution, and the second semantic fingerprint of the text is generated 
in the same way. 

After the above process, each text will generate dual-semantic fingerprints, as shown 
below. 

 0010000111111000110101111011101001111010111110110001111101100100  (a) 

 0010000111101000101001110011101001001010100111110101111001100011 (b) 

The first one (a) is output by the SimHash algorithm, and the other one (b) is output 
by the same algorithm after a synonym replacement operation. 

3.3 Calculating text similarity 

The Hamming distance is used to measure the similarity between the dual-semantic 
fingerprints of the text and the fingerprints stored in the fingerprint repository. The 
smaller the Hamming distance is, the more similar they are. Therefore, the minimum 
value of the two comparisons is taken as the final result. 

For the 64-bit SimHash value, the Hamming distance 𝑘 = 3 is generally taken as the 
similarity threshold [6], which can also be adjusted in practice. That is, if the final com-
parison value of the text to be detected is not higher than the threshold, it can be judged 
as an infringed text. 

For two 64-bit binary fingerprints 𝑓1 and 𝑓2, the Hamming distance between them is 
defined in Eq. (8). 

 𝐻𝑎𝑚𝑚𝑖𝑛𝑔𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = ∑(𝑓1[𝑖] ⊕ 𝑓2[𝑖]) (8) 

Where 0 ≤ 𝑖 ≤ 63, ⊕ is the XOR operator and 𝑓[𝑖] is the 𝑖-th bit of the fingerprint 
code. 

4 Experiments 

4.1 Experimental Data 

In this paper, the Chinese text classification corpus of Fudan University is used to test 
the proposed method. The corpus contains 9,833 documents belonging to twenty cate-
gories. Forty texts with more than 800 characters are randomly selected as the basic 
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data set, which are processed by the above methods to form the text fingerprint set for 
similarity calculation. 

Back-translation, as a common data augmentation method in NLP, is used to gener-
ate sentences in a generative way without deviating from the original semantics. As a 
result, all texts in the basic data set are back-translated in the "Chinese-English-Chi-
nese" way to generate an approximate text set. Twenty texts outside the data set are 
mixed as a test set. 

4.2 Experiment design 

In this study, the proposed method is coded in Python 3.6. Jieba is used for text seg-
mentation and keyword extraction. F1_score is used to evaluate the proposed method. 
By comparing the F1_scores of the single-semantic fingerprinting method and the dual-
semantic fingerprinting method on the same dataset, we validate the performance of the 
dual-semantic fingerprinting-based method proposed in this paper. 

Since the Hamming distance threshold is critical in determining the results of the 
violation detection, different algorithms will perform differently with different thresh-
olds. Therefore, we measured F1_scores for each of the three algorithms at different 
Hamming distance thresholds in hypothesis testing. 

Table 1. Extracted keywords, substituted synonyms and their weights (Top 10) 

Keyword* Weight (TF-IDF) 
Weight 

(TF-IDF + Length) 
Synonym* 

Weight 

(TF-IDF+ Length) 
Same 

Yishu 0.403 0.431 Zhuanao 0.431 N 

Jiaoyu 0.264 0.283 Jiaoyang 0.283 N 

Xuesheng 0.166 0.177 Xuetong 0.177 N 

Xuexiao 0.070 0.075 Muxiao 0.075 N 

Meide 0.066 0.070 Junde 0.070 Y 

Huhuan 0.064 0.069 Ganzhao 0.069 N 

Jiaowei 0.060 0.074 Jiaoyuju 0.074 Y 

Bizhe 0.055 0.059 Qicaoren 0.064 N 

Yinyue 0.055 0.058 Yinyue 0.058 Y 

Zhongxue 0.049 0.053 Guoxue 0.053 N 

*Since all words in the manuscript should in English, we replace all Chinese words 
in this table with Pinyin. 

Table 1 shows the top 10 keyword examples with the highest weights in this text, 
and whether the substituted synonyms are the same as the original ones. From the table, 
we can see that the word weights have increased after incorporating the word length 
factor. Meanwhile, limited by the scope of CiLin inclusion and the way of similarity 
calculation, the synonyms of some words after substitution are consistent with them-
selves, so not all keywords can achieve synonym substitution. A total of 85 keywords 
were extracted from this text, and a total of 52 synonyms were substituted, achieving 
61.2% synonym redundancy, and the substituted word weights also varied with word 
length. 
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4.3 Results and Discussions 

Taking an educational text in the experimental data as an example, we observed the 
keywords extracted by TF-IDF and their weights, the changes in weights after adding 
the word length factor, as well as the synonyms and their weights after CiLin synonym 
substitution.  

Fig. 2 shows the F1_score of the three methods at different Hamming distances, and 
it can be seen that dual semantic fingerprinting performs optimally at most thresholds. 
The F1_score of each method also grows with the threshold value, and the original 
SimHash algorithm is significantly weaker than the semantic fingerprinting method in 
terms of growth rate. In addition, both semantic fingerprinting algorithms have reached 
their maximum value at 𝑘 = 18, while the classical SimHash algorithm reaches its op-
timum at 𝑘 = 25. As the Hamming distance measures the degree of difference between 
fingerprints, once the threshold reaches a certain level, it can be assumed that all texts 
are similar and the F1_score will gradually converge, with the dual-semantic finger-
printing converging at k=24 and the other two methods both converging at k=26. 

 
Fig. 2. F1_scores of the three methods at different thresholds 

Obviously, the F1_score of the classical SimHash algorithm is significantly smaller 
than that of the other two algorithms. In addition, the F1_scores of the three methods 
converge when k>25, and the subsequent tests need only compare those in the range of 
k≤25. 

The results of the Shapiro-Wilk test for normality in Table 2 show that F1_scores of 
two methods are not in normal distribution.  

Table 2. Results of the Shapiro-Wilk normality test for the two methods 

Detected methods W statistic P value 

Single-semantic fingerprinting 0.8394 0.001116 

Dual-semantic fingerprinting 0.8280 0.000693 
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Wilcoxon signed rank test was used to test the equivalence of the F1_scores. The P 
value of the Wilcoxon signed rank test for both single and dual semantic fingerprinting 
is 0.001068, which rejects the hypothesis that two F1_scores are equivalent.  

Since the mean of F1_score of the dual-semantic fingerprinting method is greater 
than that of the single-semantic fingerprinting method, we conclude that the dual-se-
mantic fingerprinting method outperforms the single-semantic method.  

5 Conclusions 

In this paper, we proposed a text similarity calculation method that introduced the CiLin 
path depth algorithm with the improved SimHash algorithm, which is different from 
the traditional text similarity calculation method and the classical SimHash algorithm. 
The proposed method is capable of detecting malicious text manipulation and realising 
infringement detection on large Chinese texts. 

Although the experimental results show that the overall performance of the proposed 
method is satisfactory, there are still some limitations: 

(1) The proposed method is more suitable for relatively long texts and does not give 
ideal results for short texts. 

(2)  Due to the size of the sample collection and the classification structure of CiLin, 
there are also some cases where the similarity calculation of some words is not accurate 
enough, and the time-consuming replacement of synonyms is unsatisfactory. 

(3) Other features, such as the position of keywords in sentences, are not taken into 
account when calculating keyword weight. 

(4) Without considering time complexity and efficiency, the effect of the keyword 
extraction ratio on the experimental results is also an issue worthy of further investiga-
tion. 

In future studies, we will further explore the improvement of the digital fingerprint-
ing technology in the semantic aspects of short texts. Meanwhile, the influence of more 
lexical structure attributes on the weight calculation will be considered, and the word 
replacement process will be improved to reduce the time consumption. 
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