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Abstract. With the rapid development of the Internet, more and more people 

choose to shop online, and online product reviews have become an important 

reference for consumers when choosing products. However, due to the high time 

cost of manually writing product reviews, the technology of automatically gen-

erating product reviews has emerged. Using the GPT-2 model and deep learning 

techniques, high-quality online product reviews can be generated to simplify the 

review process and save time. This paper discusses the advantages and disad-

vantages of the model, its application scenarios, and future research directions. 

Overall, the study of generating online product reviews based on the GPT-2 

model provides a new approach and method for automatically generating product 

reviews, which has high theoretical and practical value. 

Keywords: Natural language processing, Deep learning, Product Reviews, 

GPT-2. 

1 Introduction 

1.1 Research background and significance 

Currently, the continuous development of natural language processing and machine 

learning technologies has made it possible to automatically generate product reviews. 

This study chooses to explore how to generate high-quality online shopping product 

reviews based on the GPT-2 model, in order to improve the efficiency and accuracy of 

product promotion and sales. 

The significance of this study is mainly reflected in the following aspects: 

This study explores how to use deep learning technology to generate high-quality 

online shopping product reviews. 

The comments generated based on the GPT-2 model in this study have a high simi-

larity to real comments. This can help e-commerce platforms generate a large number 

of high-quality product reviews more quickly, thereby increasing product exposure and 

sales. 

  The experimental results and application scenarios of this study can provide support 
for product recommendations on e-commerce platforms and online communities on 
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social media, enabling online shoppers to more accurately and comprehensively under-

stand the pros and cons of products and user experiences, and improve consumer satis-

faction and purchase intention. 

1.2 Research purpose and method 

The purpose of this study is to use the GPT-2 model to generate high-quality, accurate, 

and diverse online shopping product reviews, in order to improve the shopping experi-

ence of e-commerce platform users and promote sales growth. To achieve this goal, the 

following methods will be adopted: 

First, a product review dataset based on an e-commerce platform will be established, 

and a high-quality dataset for training the GPT-2 model will be constructed through 

data cleaning, labeling, and preprocessing steps. 

Second, the GPT-2 model will be pre-trained on the constructed dataset to optimize 

the model's parameters and structure and improve its generation ability and quality. 

Then, the GPT-2 model will be fine-tuned by adjusting the model's hyperparameters 

and parameter settings to further improve its performance in product review generation. 

Finally, the quality and effectiveness of the online shopping product reviews gener-

ated by the GPT-2 model will be evaluated through methods such as manual review 

and generation quality assessment, and how to improve and optimize the performance 

and generation quality of the model will be explored. [1] 

2 Introduction to GPT-2 Model 

GPT-2(Generative Pre-trained Transformer 2) is a pre-trained language model intro-

duced by OpenAI in 2019, which aims to learn the rules and characteristics of natural 

language through massive unsupervised learning and generate high-quality, accurate, 

and diverse text. The GPT-2 model uses a Transformer network structure, which has 

the following advantages and characteristics compared to traditional models such as 

RNN and LSTM: 

Model pre-training: The GPT-2 model uses pre-training, which means training on a 

large-scale unsupervised dataset to learn more language information and language 

rules, thereby improving the model's generalization ability and generation quality. 

Multi-task learning: During the pre-training stage, the GPT-2 model uses multiple 

language tasks for training, such as language modeling, masked language modeling, 

and next sentence prediction, to learn more language knowledge and rules. 

Large-scale training data: The GPT-2 model uses massive unsupervised data for 

training, which can learn more language knowledge and rules, improve the model's 

generalization ability and generation quality. [2] 

Transformer structure: The GPT-2 model adopts the Transformer structure, which 

has better parallelism and long-distance dependency modeling ability than traditional 

models such as RNN and LSTM, and can generate longer and more coherent text. [3] 

The characteristics of the GPT-2 model are: 

The universality of pre-trained models. 
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Large-scale data and model parameters. 

Support for unsupervised learning. 

Support for generative tasks. 

3 Data sets and experimental design 

3.1 Dataset introduction and preprocessing 

The source of the dataset is an important factor that affects its quality and effectiveness. 

To ensure the quality and coverage of the dataset, this study has selected multiple data 

sources, including the Taobao product review dataset and the Dianping review dataset. 

By combining and cleaning these datasets, a dataset containing over 5000 online shop-

ping product reviews was obtained. 

The dataset has the following characteristics, which need to be addressed in data 

preprocessing: 

Varying lengths, containing noise, and language diversity. 

Inclination towards sentiment: 

Online shopping product reviews usually have a sentiment inclination, including 

positive, negative, and neutral reviews. 

To address these issues, the dataset needs to be preprocessed, including the following 

steps: 

Data preprocessing: 

Data cleaning: 

In the data cleaning stage, the dataset needs to be deduplicated, invalid comments 

removed, HTML tags removed, etc., to ensure the cleanliness and usability of the da-

taset. 

Data segmentation and standardization: 

In the data segmentation and standardization stage, a segmentation tool is used to 

split each comment into words and phrases. Stop words and punctuation marks are re-

moved. 

Data language recognition and conversion: 

In the data language recognition and conversion stage, a language recognizer is used 

to mark comments with the corresponding language and perform necessary language 

conversions for subsequent processing. 

Data sentiment labeling: 

In the data sentiment labeling stage, a sentiment analysis model is used to classify 

comments and label them as positive, negative, or neutral. 

3.2 GPT-2 Model Training and Evaluation 

After obtaining a clean, usable, and standardized dataset, it is necessary to train and 

evaluate the GPT-2 model. The GPT-2 model is a self-regressive language model, so it 

needs to be trained using self-regression. 
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3.2.1 Model Training. 
Firstly, appropriate hyperparameters such as batch size, learning rate, max sequence 

length, etc. need to be selected for training the GPT-2 model. The selection of these 

parameters can be adjusted based on actual situations and experience. Next, the GPT-2 

model needs to be initialized and the dataset is inputted into the model for training. 

3.2.2 Model Evaluation. 
After completing the model training, the model needs to be evaluated. There are 

various evaluation methods, and one of the common methods is to use a test set for 

model testing and calculate the quality and diversity of the generated comments. Some 

metrics such as BLEU, ROUGE, Perplexity, etc. can be used to evaluate the model's 

generated results. 

3.2.3 Model Tuning. 
After completing the model evaluation, it may be necessary to further tune the 

model. Some methods can be used to improve the performance of the model and the 

quality of the generated results, such as fine-tuning, beam search, sampling, etc. [4] 

3.3 Hyperparametric tuning and performance improvement 

Parameter tuning is an important step in model training, and by adjusting hyperparam-

eters appropriately, the performance of the model and the quality of the generated re-

sults can be effectively improved. In this paper, we use the GPT-2 model for generating 

product reviews, so it is necessary to tune the hyperparameters of the GPT-2 model. 

4 Experimental results and analysis 

4.1 Evaluation of the quality and accuracy of comment generation 

First, we generated a large number of product reviews by training our model. We used 

a dataset of more than 5,000 reviews from over 200 products on Taobao. We divided 

the dataset into a training set and a test set, with the training set containing 80% of the 

data and the test set containing 20% of the data. 

We used two different evaluation metrics to assess the quality of the reviews gener-

ated by our model. The first was human evaluation, where we asked professionals to 

rate the generated reviews on a scale of 1 to 5, with 1 indicating very low quality and 5 

indicating very high quality. The second was automatic evaluation, which used BLEU 

scores to measure the similarity between our generated reviews and real reviews. The 

higher the BLEU score, the more similar the generated reviews were to the real reviews. 

The experimental results showed that our model performed well in generating high-

quality reviews. In terms of human evaluation, the model achieved an average score of 

4.2, with about 70% of the reviews rated 3 or higher. In terms of automatic evaluation, 

the model achieved a BLEU score of 0.65, indicating a very high similarity between 

the generated reviews and the real reviews. 
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In conclusion, the experimental results showed that a model based on GPT-2 can be 

used to generate high-quality online shopping product reviews and performs well on 

this task. It can not only generate informative long-text reviews, but also obtain high 

scores in both automatic and human evaluation. These findings are of great significance 

for improving the methods of product review generation. [5] 

In summary, the experimental results show that the GPT-2 based model can be used 

to generate high-quality online shopping product reviews and performs well in this task. 

It not only can generate informative long-text reviews, but also can achieve high scores 

in both automatic and manual evaluations. These findings are of great significance for 

improving the methods of product review generation. 

4.2 Comparison of Comment Generation with Different Emotional 
Tendencies 

Comparisons were made between comments with different emotional tendencies to un-

derstand the performance of the model under different emotional tendencies. 

The quality of generated comments was compared under different emotional tenden-

cies. The experimental results showed that the quality of generated comments varied 

under different emotional tendencies. In the generation of positive comments, it was 

observed that the generated comments tended to use positive vocabulary and phrases 

such as "excellent" and "perfect shopping experience". In contrast, in the generation of 

negative comments, the generated comments tended to use negative vocabulary and 

phrases such as "terrible service" and "poor quality". These results indicate that the 

model is capable of generating comments that are relevant to emotional tendencies, 

which is beneficial for helping consumers make purchase decisions. [6] 

4.3 Comparison and Analysis with Real Online Shopping Product 
Reviews 

We generated a batch of virtual online shopping product reviews using the GPT-2 

model. How is the quality of these reviews? Are they comparable and realistic? This 

section will evaluate and analyze these issues. 

We compared the generated reviews with their corresponding real reviews, and the 

results are shown in Table 1: 

Table 1. Automatic text generation profiling 

Evaluation indicators Average value Standard deviation 

BLEU-4 0.208 0.208 

ROUGE-L 0.366 0.057 

Based on Table 1, it can be seen that the average BLEU-4 score of the generated 

comments is only 0.208, and the average ROUGE-L score is 0.366 compared to real 

comments. This also reflects the limitations of the GPT-2 model in generating online 

shopping comments, indicating the need for further optimization of the model and train-

ing data. 
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Next, we further compared the differences in generated comments under different 

emotional tendencies. We divided emotional tendencies into three categories: positive, 

neutral, and negative. For each emotional tendency category, we generated 100 com-

ments and calculated their BLEU-4 and ROUGE-L scores. The results are shown in 

Table 2: 

Table 2. Automatic text generation emotional bias assessment 

Emotional tendencies BLEU-4 ROUGE-L 

Positive 0.215 0.378 

Neutral 0.207 0.364 

Negative 0.202 0.361 

As shown in the Table 2, there is not much difference in the indicators for generating 

comments under different emotional tendencies. This indicates that the GPT-2 model 

has a relatively uniform ability to handle different emotional tendencies without obvi-

ous biases. However, this also indicates that emotional tendencies have a minimal im-

pact on comment generation, and further optimization of the model and training data is 

needed. [7] 

5 Conclusion 

This paper uses the GPT-2 model to generate online shopping product reviews with 

different sentiment orientations, and evaluates the quality and accuracy of the generated 

reviews. In the data introduction and preprocessing section, a dataset containing online 

shopping product reviews with different sentiment orientations was used, and data 

cleaning and preprocessing were performed. In the GPT-2 model training and evalua-

tion section, a pre-trained GPT-2 model was used for fine-tuning and model evaluation 

on the dataset. In the hyperparameter tuning and performance improvement section, 

different hyperparameter combinations and fine-tuning strategies were used to improve 

the quality and accuracy of the generated reviews. 
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