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Abstract. Commonly used image processing classification methods like Artifi-

cial Neural Network and Convolutional Neural Network are considered success-

ful for sign language identification. However, they perform well only with static 

data and face limitations in handling sequential and dynamic data like Indonesian 

Sign Language System (SIBI) sign gestures. To address this, this research uses 

the Long Short-Term Memory (LSTM) method which has a flexible architecture 

and can adjust dynamically to accommodate various input sequence lengths, 

making it reliable in handling sequential data and allowing it to be implemented 

in real-time systems. This research uses a primary dataset which directly col-

lected by the author, featuring six classes based on question words: "what," 

"how," "how much," "where," "why," and "who." The 180 original data are aug-

mented into 3060 (510 for each class) with four variations: rotation, zoom in, 

zoom out, and brightness and contrast adjustments. Data processing utilizes the 

MediaPipe framework to extract hand landmarks from each data point, saving 

them as numerical data in NumPy array format. Thus, instead of detecting the 

entire image susceptible to background noise, detection focuses solely on land-

marks indicating hand and finger positions. With a data split of 2616 for training, 

153 for testing, and 291 for validation, the model is constructed with three LSTM 

layers and three Dense layers. This combination yields a categorical accuracy of 

99.85%, a loss of 0.0059, validation categorical accuracy of 100%, and validation 

loss of 0.0064 after 150 training epochs. 
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1 Introduction 

Based on data reported from Information System for Persons with Disabilities by Min-

istry of Social Affairs of the Republic of Indonesia published in research by Data and 

Information Center of the Ministry of Health of the Republic of Indonesia [1], among 

all Indonesian people with disabilities, 7.03% of them are deaf and 2.57% are speech 

impaired. In carrying out their daily activities, these people certainly need a special 

media or way of communication considering their conditions that do not allow verbal 

communication. 
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In Indonesia itself, there is a standardized sign system that has been standardized by 

the Indonesian government called the Indonesian Sign Language System (SIBI). How-

ever, in practice SIBI is still difficult to understand by ordinary people because it re-

quires special learning and training. In addition, conventional manual interpretation is 

currently considered impractical due to the limited availability of sign language inter-

preters [2], especially those who master SIBI. As a result, the effectiveness of SIBI in 

bridging communication between people with disabilities and the general public is 

sometimes not optimally achieved. In the end, SIBI is more often used only as a me-

dium of communication between people with disabilities. 

To overcome this problem, it is necessary to develop a system that is able to translate 

SIBI into textual form. With this system, it is hoped that it will facilitate the communi-

cation process between deaf people and people who are unfamiliar with sign language. 

There are various classification methods that can be used to identify sign language and 

translate it into text form, some of which are Artificial Neural Network [3], Convolu-

tional Neural Network [4] [5] [6] [7] [8], and Long Short-Term Memory [9] [10] [11] 

[12] [13]. 

Artificial Neural Network (ANN) has advantages in distributed memory, has the 

ability to tolerate errors, and is able to work with limited knowledge. However, ANN 

has a weakness in the difficulty of determining the right network architecture and the 

lack of ability to handle sequential data [3]. 

Convolutional Neural Network (CNN) has the advantages of having a wide choice 

of architectures [6] [7] [8], can produce high accuracy in image recognition problems 

in a fast time [5], and is able to process long sequential data such as video [5] [6] [7]. 

Moreover, CNN is also one of the most popular methods used in the case of sign lan-

guage translation. However, CNN has the drawback of requiring a large amount of 

training data and the possibility of poor performance on small datasets [4]. In addition, 

the architecture that needs to be predefined leads to a lack of flexibility that CNNs have. 

So, to be used to handle sequential data with high accuracy, modifications are needed 

with the addition of pre-processing stages and combination with other classification 

methods [4] [5] [6] [7] [8]. 

Long Short-Term Memory (LSTM) is a type of Recurrent Neural Network that can 

solve the problems of ANN and CNN. Unlike ANN and CNN that require a predefined 

architecture, LSTM has a flexible architecture and can adjust dynamically to accom-

modate various input sequence lengths [11] [13]. This also makes LSTM more reliable 

in handling sequential data [10] [11] [12] [13]. In addition, LSTM also requires less 

data compared to ANN and CNN to achieve good results due to its ability to retain and 

update information selectively over time [10] [13]. Obviously, the capabilities of the 

LSTM method are very appropriate to be implemented in the SIBI translation system 

which has dynamic gestures and allows it to be implemented in a system that runs in 

real-time. The use of LSTM method in sign language translation has also been proven 

in previous studies with good results [9] [10] [11] [12] [13]. 

In addition to the machine learning method used, the model built will be greatly 

influenced by the quality of the data used. In [3] and [11] the data was collected using 

the Motion Leap Sensor tool, while in [6] the data was collected using the Microsoft 

Kinetic tool. These tools can greatly help the gesture classification process by the 
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model, because instead of detecting the entire image which is prone to background 

noise, the detection focus is only on landmarks or dots and lines that indicate the posi-

tion of hands and fingers. However, the downside of using a physical device is that the 

entire data collection and testing process must also be done using the device. This cer-

tainly makes the data collection process very inefficient. Therefore, this research will 

utilize a technology from Google called MediaPipe that is capable of reading landmarks 

from a video. This technology was also used in [10] and was able to significantly affect 

the accuracy of the model as the processed data showed clearer and more precise infor-

mation. However, the cue data used in that study was mostly static and simple. 

In overcoming the problem of handling sequential and dynamic gesture data, this 

research will combine the LSTM method with MediaPipe technology. MediaPipe will 

be applied in the data capture process, which is then processed with the model built 

using the LSTM method. The result is a system that is able to automatically translate 

gestures captured by the camera into text in real-time. 

2 Method and Design 

The research uses an experimental quantitative method with stages including literature 

study, data collection, data pre-processing, model building, model training, and ends 

with analysis and evaluation of results. 

2.1 Literature Study 

The research began by conducting a literature study of previous research, namely trac-

ing library sources such as books, scientific articles, journals, papers, and others. This 

stage aims to find information relevant to the Indonesian Sign Language System (SIBI), 

Sign Language Recognition (SLR), hand gesture detection, and the application of im-

age processing methods. Thus, it is expected that the best solution can be found based 

on research that has been done before. 

2.2 Data Collection 

After the solution is found, the stage continues by collecting SIBI gesture image data. 

The data is obtained from the direct capture process by the author using the NYK Nem-

esis A95 Albatross 2K QHD Webcam camera (4MP, 30FPS). The video data obtained 

is then split into a series of frames consisting of 30 images. The total original data used 

is 180 data and divided into six classes, namely "what", "how", "how many", "where", 

"why", and "who" with 30 data each. Using the Holistic module of the MediaPipe 

framework, keypoints from each hand landmark in the data are then detected, extracted, 

and stored as a NumPy array. 
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2.3 Data Pre-processing 

The data that has been collected is still in the form of raw data, so it needs to be prepared 

first into a more structured and higher quality format for further analysis. The pre-pro-

cessing includes several steps, namely: data augmentation, augmentation data pro-

cessing, data labeling, and data splitting. Data augmentation is performed with four 

variants shown in the following table: 

Table 1. Data Augmentation 

No Parameter Value Description 

1 Rotation 
15, 30, 45, 315, 330, 

345 

Image rotation is done six (6) times 

with rotation degrees of 15, 30, 45, 315, 

330, and 345 degrees. 

2 Zoom 0.7, 0.8, 0.9 

Enlargement of the image size is done 

three (3) times by cutting the image so 

that it leaves 0.7, 0.8, and 0.9 percent 

of the original size. 

3 Zoom Out 0.7, 0.8, 0.9 

Shrinking the image size is done three 

(3) times by adding a border around the 

image so that the image size becomes 

0.7, 0.8, and 0.9 percent smaller than 

the original size. 

4 
Brightness 

and Contrast 
0.5, 1.0, 1.5, 2.0 

Changes in image brightness and con-

trast are made with an interval of 0.5. 

The resulting image has brightness and 

contrast values of 0.5x, 1.0x, 1.5x, and 

2.0x from the original image. 

From the data augmentation performed, one (1) sequence will be multiplied sixteen 

(16) times, so that for each class or sign language vocabulary used will have as much 

as 510 data and the total data used is 3060 data. Just like the original data, the aug-

mented data obtained will also have its keypoints extracted and stored in the form of a 

NumPy array. The NumPy array data containing the keypoints extraction results of the 

original image and the augmented image will be used as the data set in this research. 

Next, the data labeling process is carried out to categorize the data according to the 

predetermined sign language vocabulary classes, namely "what", "how", "how much", 

"where", "why", and "who". This stage ends with splitting the data to divide the data 

into training data and testing data with a ratio of 95:5, so that the total training data is 

2907 and testing data is 153. The data splitting ratio used in this case refers to research 

[10] [14]. 

2.4 Model Building 

The machine learning model is built using the Long Short-Term Memory method and 

uses the NumPy data array generated from the extraction process that has been carried 
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out previously. The model has a total of 6 (six) layers, consisting of three LSTM layers 

and three Dense layers. The first LSTM layer has 64 units with input shape values of 

30 (number of frames for each sequence) times 126 (number of features generated from 

keypoint detection on both hands for each x, y, and z point). Then, in the second LSTM 

layer, the number of units is increased to 128 to allow for a higher level of representa-

tion and complexity in the learned features. Then, in the third LSTM layer, the number 

of units is reduced back to 64 to maintain a balance between the capacity and complex-

ity of the model. 

The features that have been generated from the third LSTM output sequence are then 

processed in the first Dense layer with 64 units, followed by the second Dense layer 

with 32 units, and ended with the third Dense layer with 6 units (corresponding to the 

number of classes). In each Dense layer, the number of units used decreases over time, 

this is done to reduce the dimension of the learned representation so that it can extract 

features with a higher level. 

The activation function used in the first LSTM layer up to the second Dense layer is 

ReLU (Rectified Linear Unit), while for the third Dense layer (output layer) is Softmax, 

where it serves to generate the probability distribution of the input features against each 

class. 

 

Fig. 1. Shape Details (Dimensions) of Data in the Model 
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2.5 Model Training 

The model is trained through two stages, namely: data compiling and data training. The 

data compiling step is done with the Adaptive Moment Estimation (Adam) optimization 

method, Categorical Crossentropy loss function, and Categorical Accuracy metrics. 

The selection of loss functions and metrics refers to research [9] and [14]. 

In the training data stage, the model is made to run with an epoch value of 150 until 

the accuracy value approaches 1 and the training loss approaches 0. 10% of the total 

training data (291 data) will be used as validation data. The rest, 90% of the training 

data (2616 data), will be used to train the model. In training the data, the batch size 

value used is the default value, which is 32 with a total of 82 batches available to train 

all data in this model. 

2.6 Analysis and Evaluation of Results 

In the final stage, data plotting will first be carried out, where a comparison graph of 

the loss trend and accuracy obtained between training data and validation data will be 

displayed. This graph is used to visualize the performance of the model during training 

by showing the trend of loss and accuracy from epoch to epoch, which can help in 

evaluating the learning progress of the model, detecting overfitting or underfitting, tun-

ing the model parameters, and providing a visual representation of the training process. 

In addition, it will also be analyzed whether the results obtained successfully answer 

the problems that have been formulated previously. The model will also be evaluated 

by checking its accuracy through testing using confusion matrix and real-time system 

testing. The things obtained at this stage will be used as a reference in drawing research 

conclusions. 

3 Results and Discussion 

3.1 Results 

From the model training conducted with an epoch value of 150, the loss value is 0.0059, 

categorical accuracy is 0.9985, validation loss is 0.0064, and validation categorical ac-

curacy is 1. 
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Fig. 2. Model Loss Graph 

The model loss graph in Fig. 2 shows the changes in the loss value of train and valida-

tion data that occur in the model for each epoch. It can be seen that the loss value tends 

to fluctuate at epoch values between 1-32, then becomes relatively stable at the epochs 

afterwards. The exception is at the 124th epoch value where there is an extreme increase 

in the loss value of the train data. 

 

Fig. 3. Model Accuracy Graph 

The accuracy model graph in Fig. 3 shows the changes in the accuracy value of train 

and validation data that occur in the model for each epoch. Almost the same as the loss 

graph, the accuracy value tends to experience quite fluctuations in the epoch value 
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between 1-28, then becomes relatively stable in the epochs afterwards although there 

are still some fluctuations that are still at normal levels at certain epoch points. 

From these two graphs, it can be interpreted that the model is able to perform very 

well on the given data and does not experience overfitting or underfitting. To prove 

this, a confusion matrix is created to compare the model's prediction results to the actual 

values. From a total of 153 testing data, 28 data were taken from the "what" class, 28 

data from the "how" class, 23 data from the "how much" class, 19 data from the "where" 

class, 27 data from the "why" class, and 28 data from the "who" class. As a result, the 

entire testing data is perfectly predicted by the model. The confusion matrix output is 

shown in Table 2. 

 
Table 2. Confusion Matrix 

 Predicted 

A
ct

u
al

 

Class 

apa 

(what) 

bagaimana 

(how) 

berapa 

(how 

much) 

di mana 

(where) 

men-

gapa 

(why) 

siapa 

(who) 

apa 

(what) 
28 0 0 0 0 0 

bagaimana 

(how) 
0 28 0 0 0 0 

berapa 

(how 

much) 

0 0 23 0 0 0 

di mana 

(where) 
0 0 0 19 0 0 

mengapa 

(why) 
0 0 0 0 27 0 

siapa 

(who) 
0 0 0 0 0 28 

The average accuracy value of 1.0, precision of 1.0, recall of 1.0, and F1-score of 1.0 

were obtained. A summary of the overall model performance results is shown in Table 

3, where the support column shows the amount of data, the macro avg row shows the 

average metric value regardless of the size and balance of each class, and the weighted 

avg row shows the average metric value considering the size and balance of each class. 
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Table 3. Model Performance Results 

 Precision Recall F1-Score Support 

apa 

(what) 
1.00 1.00 1.00 28 

bagaimana 

(how) 
1.00 1.00 1.00 28 

berapa 

(how much) 
1.00 1.00 1.00 23 

di mana 

(where) 
1.00 1.00 1.00 19 

mengapa 

(why) 
1.00 1.00 1.00 27 

siapa 

(who) 
1.00 1.00 1.00 28 

accuracy  1.00 153 

macro avg 1.00 1.00 1.00 153 

weighted avg 1.00 1.00 1.00 153 

Then, to verify that the system built has behaved as expected, system testing is carried 

out using the black box testing method. The system that runs in real-time is tested by 

running it directly to observe the functionality and behavior of the system when given 

input as well as producing output correctly. From the tests that have been carried out, 

the system has fulfilled all existing test scenarios, namely: 

1. The user can see the results of the camera capture along with the sign of his hand 

position. 

2. The user can see a bar that shows the percentage of gestures performed against the 

predetermined classes. 

3. The user can see the classification results of SIBI gestures that have been performed 

in textual form. 

To provide a clearer picture, the following figure is the result of system testing when 

given gesture input from one of the classes used. 
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Fig. 4. Real-Time Testing Results for apa (what) Class 

Fig. 4 shows the display of the system when given the input of the gesture "what". The 

system successfully classifies the gesture correctly, as indicated by the output of a blue 

bar representing the "what" class and the display of the word "what" in the black back-

ground area at the top of the screen. 

3.2 Discussion 

The excellent model testing results prove that the combination of the model built using 

the Long Short-Term Memory method with data processing using the MediaPipe 

framework is successful in overcoming the problem of handling sequential and dy-

namic SIBI gesture data. However, the success of real-time testing can be affected by 

several conditions, such as lighting, background noise, and the wholeness of the hands 

captured by the camera during the gesture demonstration. 

4 Conclusions and Suggestions 

The combination of the Long Short-Term Memory model and the MediaPipe frame-

work is able to overcome the problem of handling sequential and dynamic SIBI gesture 

data through the translation of SIBI gestures into textual form in real-time. This is evi-

denced by the results of the model training process with 150 epochs resulting in a cat-

egorical accuracy value of 99.85% and a loss of 0.0059. In addition, testing perfor-

mance metrics with 5% of the dataset also shows perfect results by producing an accu-

racy value of 100%, precision of 100%, recall of 100%, and F1-score of 100%. 

This research has the potential to be expanded or developed by adding gesture clas-

ses that can be classified so that the system can be used to form sentences from gesture 
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translation results, adjusting the number of layers and units used with the size and com-

plexity of the data used, adjusting the data splitting ratio, epoch value, and batch size 

to get a more optimal value when training the model, modifying the data augmentation 

stage to avoid classification confusion due to image truncation and so that the system 

is able to recognize SIBI gestures in a variety of different conditions, as well as building 

a more interactive interface and deploying it to a more suitable platform so that the 

system can achieve its maximum benefits. 
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