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Abstract. The importance of learner models has been growing in recent years 

due to the increasing focus on personalized learning. Learner models provide a 

way to understand learner behavior and preferences, which can be used to tailor 

instruction to the individual needs and preferences of each learner. This can lead 

to more effective and efficient learning, as learners receive instruction that is tai-

lored to their unique needs and abilities. 

Furthermore, the rise of online and distance learning has increased the need for 

learner models. In these environments, teachers and instructors often have limited 

visibility into learner behavior and progress. Learner models can provide valua-

ble insights into learner behavior and preferences, which can be used to improve 

the effectiveness of online instruction. 

In this article we explore the use of natural language processing (NLP) techniques 

for building learner models, from text data, based on Text Mining.  

As well, text mining is the process of extracting useful information from unstruc-

tured text data. Extracting relevant information from text data using techniques 

such as tokenization, stemming, and stop word removal is one of the ways in 

which NLP can be used to build learner models. 

Once the relevant information has been extracted, it can be used to create features 

that can be used to train machine learning models to predict learner behavior and 

preferences. These features can include things like the frequency of certain words 

or phrases, the sentiment of learner responses, and the topics discussed in learner 

writing. 

Keywords: Learner models, Personalized learning, Natural language pro-

cessing (NLP), Text mining. 

1 Introduction 

The fast-paced nature of modern life has led to an increasing reliance on e-learning, 

which is now being used in primary schools, universities, and many other educational 

institutions. E-learning is a form of teaching that involves the geographical separation 

of teachers and learners, with learners managing their learning activities and resources 

autonomously.  
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The volume of data generated by learners using Learning Management Systems can be 

immense. This data can include information about their interactions with the LMS, such 

as the number of courses they have enrolled in, the amount of time they spend on each 

course, the number of assignments they have completed, and their performance on quiz-

zes and exams. 

In addition to the traces of learner activity on LMS, there may also be learner features 

or attributes that are stored in their profiles. These learner features can include their 

preferred learning style, interests, past learning results, and other relevant information. 

There are currently multiple techniques for analyzing data such as Natural language 

processing (NLP)[1] and Text Mining[2]. 

The goal of this study is to create personalized learning pathways that are tailored 

adapted to the unique needs and preferences of each individual learner. By analyzing 

learners' written responses to quiz questions, discussion forums, and other course ma-

terials, we can classify the clusters that identify the areas of strength and weakness in 

their knowledge of a particular subject. This cluster can then be used to create person-

alized learning pathways that focus on the topics and concepts that each learner needs.  

This study emphasizes the importance of personalized learning pathways in promoting 

effective learning. By identifying the individual needs of each learner and creating path-

ways that cater to those needs. 

2 Theoretical framework 

2.1 Learner models 

Learner models are a type of representation or model that provides insight into how 

learners approach and learn a particular topic or subject. They are developed using data 

mining techniques that analyze a learner's learning behavior to identify patterns and 

trends that reveal how they learn, what motivates them, and how they solve problems 

[3]. 

Learner models can be used to personalize the learning experience for each learner. By 

understanding how a learner learns, teachers can tailor their teaching strategies and ma-

terials to better suit the learner's needs, abilities, and interests. This can help to improve 

the learner's engagement, motivation, and learning outcomes[4]. 

2.2 Personalized learning 

Personalized learning is an approach to education that tailors the learning experience to 

the unique needs, interests, and abilities of individual learners. Rather than a one-size-

fits-all approach, personalized learning recognizes that every learner is different and 

has unique learning needs, and seeks to provide a learning experience that is customized 

to each individual learner[3]. 

The goal of personalized learning is to create a learning experience that is more engag-

ing, relevant, and effective for each learner. By tailoring the learning experience to their 
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unique needs and interests, personalized learning can help learners to stay motivated 

and engaged in their learning, and to achieve better learning outcomes[5]. 

Personalized learning is gaining in popularity as technology and data analytics become 

more advanced and accessible, and as educators recognize the limitations of traditional, 

one-size-fits-all approaches to education. With personalized learning, every learner has 

the opportunity to achieve their full potential and to become lifelong learners who are 

passionate about their education[6]. 

2.3 Natural Language Processing  

Natural Language Processing (NLP) techniques can be used to extract information and 

insights from text data to build learner models. Text mining, a subset of NLP, involves 

analyzing and extracting information from unstructured text data, such as learner es-

says, online discussion forums, and other types of written text[1]. 

One approach to building learner models using NLP is to analyze the text data to iden-

tify patterns and themes related to a learner's learning behaviors and strategies [7]. 

These insights can then be used to create a learner model that captures the learner's 

learning preferences, interests, and motivations. This model can be used to personalize 

the learning experience by recommending content and activities that are aligned with 

the learner's learning goals and preferences[8]. Another approach to building learner 

models using NLP is to analyze the text data to identify patterns and trends related to a 

learner's performance and progress[2]. 

3 Methodology 

3.1 Design process 

By analyzing the text data generated by learners, NLP techniques can be used to gain 

insights into their thought processes, interests, and learning styles. These insights can 

then be used to personalize the learning experience for each individual learner by clus-

tering method.  

In the research design for this study, we have outlined the following phases (Fig. 1): 

 
Fig.1: NLP design process for enabling personalized learning   
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Design process outlines a comprehensive approach for using text data techniques for 

personalized learning based on text mining. By following these phases, we aim to pro-

vide a more customized personalized and engaging learning experience for each indi-

vidual learner. 

3.2 Clustering 

Clustering is a machine learning technique that involves grouping a set of objects in 

such a way that objects in the same group (called cluster) are more similar to each other 

than to those in other groups (clusters). Clustering is an unsupervised learning method, 

meaning that it is performed without prior knowledge of the labels or categories of the 

data. 

In our case, we will be using partitional clustering, where the data is divided into k 

distinct and non-overlapping clusters based on a user-defined parameter. The most pop-

ular partitional clustering algorithm is k-means, which assigns data points to the nearest 

centroid iteratively until the centroids no longer change or a maximum number of iter-

ations is reached. 

3.3 k-means algorithm 

The k-means algorithm is a commonly used clustering algorithm that partitions a given 

dataset into k clusters. The algorithm works as follows: Let X be a matrix of n rows and 

p columns, where each row xi represents the event data for case i, and each column j 

represents a feature of the events. Thus, X can be represented as X = [x1, x2, ..., xn]^T, 

where each xi = [xi1, xi2, ..., xip] represents a row vector of event features. 

Let Y be a vector of n elements, where each yi represents the pass/fail outcome for case 

i. Thus, Y can be represented as Y = [y1, y2, ..., yn]^T. 

Let k be the number of clusters we want to create. 

The k-means algorithm can be represented as: 

1. Initialize k cluster centroids randomly, denoted by μ1, μ2, ..., μk. 

2. Assign each event xi to the nearest centroid based on Euclidean distance: 

• For j = 1, 2, ..., k, let Cj be the set of events assigned to centroid μj. 

• For i = 1, 2, ..., n, let j = argmin(||xi - μj||), and assign xi to Cj. 

3. Recalculate the centroids based on the mean of the events assigned to them: 

• For j = 1, 2, ..., k, let μj' = (1/|Cj|)Σxi in Cj. 

4. Repeat steps 2 and 3 until convergence, when the assignments no longer change. 

Once the clustering is completed, we can use it to predict the pass/fail outcomes for 

new cases using the following steps: Given a new case with event data xi, find the 

cluster centroid μj that is closest to xi based on Euclidean distance. 

Predict the pass/fail outcome for xi to be the majority outcome of the cases in cluster 

Cj. 
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4 Implementation  

The program for clustering is a two-step process that involves applying k-means clus-

tering to first split the event log into Pass and Fail clusters, and then further dividing 

each cluster into sub-clusters based on learner features. 

The program takes as input the event log, the number of clusters "X" the number of 

sub-clusters "Y" and the clustering parameter, which is initialized by Learning Results. 

The first step of the algorithm applies k-means clustering to the event log to generate 

"X" clusters according to the parameter Learning Results. This step separates the event 

log into two distinct clusters based on whether the learners passed or failed the learning 

resource. 

In the second step of the program, k-means clustering is applied again to each of the 

"X" clusters generated in the first step, to create "Y" sub-clusters based on learner fea-

tures such as learning style, location, and social behavior. This step allows for a more 

detailed analysis of the behavior of learners within each of the initial Pass and Fail 

clusters. 

 
Fig.3 : K-means Clustering on Learner Features: Creating Sub-Clusters for Detailed Analy-

sis 

The output of the program is a set of "X * Y" sub-clusters, each containing a group of 

learners with similar characteristics and learning behaviors. This information can be 

used to gain insights into the factors that contribute to successful learning outcomes 

and inform instructional design and support interventions. 

 
Fig.4:Clustering Program Output: Grouped Data Visualization 

Each sub-cluster generated by the program contains a set of events performed by learn-

ers who are very close in their location, learning style, and social behavior. 

“Location" in learning refers to the mode of learning, such as face-to-face or online, 

and learners in the same sub-cluster based on sentiment analysis may have similar 
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Fig.2  Step 1: K-means Clustering for Learning Resource Success/Failure Classification 
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experiences. "Learning style" describes a learner's preferred way of learning, and learn-

ers in the same sub-cluster based on learning style may share similar activity prefer-

ences. "Social behavior" refers to how learners interact with others during learning, and 

learners in the same sub-cluster based on social behavior may have similar approaches 

to working with others, which can affect their learning outcomes. 

5 Conclusion  

In conclusion, the clustering program used in this study involves a two-step process 

that utilizes k-means clustering to divide the event log into Pass and Fail clusters, and 

further divide each cluster into sub-clusters based on learner features. The program re-

quires inputs such as the event log, the number of clusters, the number of sub-clusters, 

and the clustering parameter initialized by Learning Results.  

The output of the program is a set of sub-clusters containing learners with similar char-

acteristics and learning behaviors, which can be used to gain insights into the factors 

contributing to successful learning outcomes and inform instructional design and sup-

port interventions. 

It should be noted that this study is currently in the proposal stage, and further evalua-

tions will need to be carried out to determine the effectiveness of the program. While 

the proposed clustering program has the potential to provide valuable insights into 

learner behavior and inform instructional design, its efficacy in improving learning out-

comes remains to be determined through rigorous evaluation. 
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