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Abstract 

Identifying  community  in dynamic  networks  is a process  of  determining  the 
community structure of a continuously changing network , in order to provide 
sig

 
nificant insight into its characteristics and its functionality, allowing for the exact 

purpose  of understanding  deeply  the  operating  and  crucial  features  of current 
systems and investigating their underlying processes. Static networks have been the 
main  focus  of  community  detection  research . However , as  time  went  on , the 
research drifted to more scalable networks known as dynamic  networks, which is

 
the 

main study  in our journal , since  this type of network  has been in multiple  crucial 
applications  such  as social  media , security , and public  health . Accord -  ingly , our 
research  will be based on recent  algorithms  and community  detection  techniques , 
since, as we will it proved rather be a difficult challenge, along with diving

 
into

 
the

 brains  behind  each  algorithm,  comparing  the  effectiveness  of  each process there is as 
of today.  
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Algorithms 

1 Introduction 

Network science is a field that studies the way to determine network behavior by ana- 
lyzing them to uncover the principles that structure these dynamic networks using 
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mathematical  theories.  This  study  has  applications  in  fields  such  as  physics  and  com-  
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mathematical  theories.  This  study  has  applications  in  fields  such  as  physics  and  com-  
puter  science  and  much  more.  Many  systems  take  the  form  of  a  network,  and  it  is  often 
represented  by  graphs,  where  the  network  is  defined  as  a  collection  of  objects  that  are 
connected  to  one  another.  These  connections  can  be  represented  by  transforming  the 
objects into nodes, and the connections between nodes into edges. The majority of 
community  detection  research  focuses  on  static  networks.  Static  networks  are  networks 
that  do  not  evolve  over  time  and  have  a  fixed  structure  that  remains  the  same.  How-  
ever,  a  lot  of  networks,  including  biological,  social,  and  transportation  networks,  are 
dynamic and constantly changing. Therefore, community detection algorithms may 
not  operate  as  effectively  in  dynamic  networks  as  they  do  in  static  ones.  Furthermore, 
real-world networks evolve over time, and they further display a certain dynamism. 
In particular, it is possible to occur some groups of nodes have similar properties or 
functions,  that  tend  to  form  highly  cohesive  subgraphs  and  have  connections  between 
them that are denser than the connections with the rest of the network, which are 
called communities.  

Community  detection  is  the  process  of  dividing  communities  in  each  snapshot  of  a  
continuously  changing  network,  which  can  help  in  understanding  the  underlying  struc-  
ture  of  dynamic  networks,  and  provide  insights  into  the  mechanisms  of  its  evolution. 
However,  community  detection  in  dynamic  networks,  received  a  significant  amount  of 
attention,  since  it  remains  a  challenge  in  network  analysis,  due  to  its  evolving  struc-  

ture as well as it requires scalable and efficient methods to detect communities, as 
the  complexity  of  networks  can  be  extensive,  It  is  thus  not  surprising  that  discovering 
communities  has  been  broadly  investigated  over  the  last  few  years.  As  a  result,  several 
algorithms have been come up to identify communities in dynamic networks, which 

are divided into two principal lines of research: graph partitioning, which involves 
dividing  a  graph  into  smaller  subgraphs  called  partitions  by  reducing  the  number  of 
cross-edges  between  the  partitions,  making  sure  that  each  section  is  approximately  the 
same  size.  It  has  numerous  applications  in  domains  including  computer  sciences,  com-  
puting,  and  integrated  circuit  design.  Along  with,  clustering  or  community  structure 
detection  that  group  nodes  into  clusters  based  on  similarity  or  connectivity  patterns. 
Clustering  deals  with  multiple  attribute  types,  on  the  other  hand,  community  identi-  
fication is specifically for network analysis which depends on a single attribute type 
called  edge.  They  have  various  applications,  including  social  network  analysis  biology. 

It  is  worth  mentioning  that  these  two  pieces  of  research  do  indeed  address  the 
same  issue.  Nevertheless,  community  detection  algorithms  have  gained  more  attention 
over  the  last  few  years,  as  they  provide  a  meaningful  interpretation  of  the  network’s 
structure  and  function.  These  algorithms  are  particularly  useful  for  analyzing  dynamic  
networks  where  nodes  and  edges  may  change  over  time.   

2  Related  Work  

This section reviews some of the most prominent theories and research papers that 
analyze  dynamic  community  detection  algorithms.  Our  research  methodology  involved 
a  comprehensive  search  of  academic  databases  such  as  IEEE,  SpringerLink,  ScienceDi-  
rect,  and  Clarivate  to  identify  the  core  concepts  that  researchers  have  used  to  compare  



these algorithms. In addition, researching keywords and field specification was our first 
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these algorithms. In addition, researching keywords and field specification was our first 
concern, along with community detection algorithms including the Louvain algorithm, 
Label Propagation algorithm, Girvan-Newman algorithm, and Propagation algorithm. 
After this brief introduction, we will evaluate the quality of the articles that have been 
studied up to this point. [1] 

One of the most frequently used methods for detecting communities in dynamic 
networks is the Louvain algorithm developed by Blondel et al. [5] The Louvain is 
based on maximizing modularity, a metric for gauging the strength of the network’s 
community structure. The algorithm is fast and scalable, making it an attractive 
option for analyzing large-scale networks. However, despite being quick and scalable, 
the Louvain algorithm may not perform well in detecting communities with non- 
overlapping nodes. 

On the other hand, the label propagation algorithm (LPA), was suggested by 
Raghavan et al. [13] and considered a fast and scalable method for identifying commu- 
nities in large-scale systems. A community is formed out of nodes that share the same 
label, by assigning a label to each node, and then iteratively propagating labels to its 
neighboring nodes. The LPA is effective at identifying communities with overlapping 
nodes since nodes might belong to several communities depending on the labels they 
receive. [7] Among the benefits of the LPA are simplicity and quickness. The algorithm 
only requires a single pass over the network, making it highly efficient for large-scale 
networks. However, the LPA can be sensitive to the initial labeling of nodes, and it 
may not perform well in networks with highly connected hubs. 

The Girvan-Newman algorithm [14] is another popular approach for community 
identification. The betweenness centrality of an edge, which is a metric for how many 
shortest paths cross through it, is removed iteratively by the procedure. The procedure 
continues until the network is split into its component communities. Although the 
Girvan-Newman approach has been found to be effective at detecting communities 
in dynamic networks, it is computationally expensive and may not be suitable for 
studying large-scale networks. One disadvantage of the Girvan-Newman algorithm is 
that it may produce many small communities in a network. 

In recent years, various methods have been proposed for identifying communi- 
ties in dynamic networks that incorporate temporal information. These methods have 
applications in a wide variety of networks, including biological networks, social net- 
works, and transportation networks, where the network structure changes over time, 
and communities evolve in response to external factors. For example, the Infomap 
[15] algorithm proposed by Rosvall and Bergstrom uses information theory (Random 
walks) to identify communities in dynamic networks. Nodes that exchange more infor- 
mation are more likely to be part of the same community, according to the algorithm 
which accomplishes this by running random walks on the network and then creat- 
ing communities out of nodes that were visited by similar random walks. Infomap is 
particularly suited for examining changing networks since it considers the temporal 
ordering of edges to discover communities that are stable over time. 

The Dynamic Stochastic Block Model proposed by Peel et al. [16] is another algo- 
rithm that models the development of communities over time using a probabilistic 



framework.  The  DSBM  assumes  that  nodes  are  partitioned  into  blocks,  and  the  prob-  
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framework.  The  DSBM  assumes  that  nodes  are  partitioned  into  blocks,  and  the  prob-  
ability of nodes having edges between them depends on whether or not they are 
members of that block. However, The DSBM extends the stochastic block model to 
include  temporal  dynamics,  in  contrast  to  the  static  form  of  the  model.  In  particular, 
the DSBM assumes that the block memberships of nodes can change over time, and 
the probabilities of edges between nodes depend on both their current block mem-  
berships and their past block memberships. Therefore, it is helpful for investigating 
dynamic  networks  with  non-stationary  community  structures  because  it  can  identify 
communities that change over time. [3]  

In  summary,  the  identification  of  communities  in  dynamic  networks  remains  a  com-  
plex  and  evolving  research  area  that  has  garnered  considerable  interest  among  scholars. 
The  choice  of  an  optimal  algorithm  depends  on  several  network  characteristics,  such 
as  the  characteristics  of  edges  that  connect  the  nodes,  the  size  and  density  of  the  net-  
work,  also  the  frequency  and  duration  of  network  changes.  Additionally,  the  choice  of 
an  algorithm  for  community  detection  may  be  impacted  by  the  missing  data,  presence 
of noise, or outliers. Therefore, researchers should carefully consider these network 
characteristics when choosing an algorithm to detect communities in dynamic net-  
works.  Furthermore,  scientists  seeking  to  explore  community  identification  in  dynamic 
networks  can  use  the  algorithms  discussed  in  this  section  as  a  solid  starting  point.  [11]  

3  Community  Identification  

Detection  communities  in  a  continuously  evolving  network  are  the  process  of  identify-  
ing  densely  connected  groups  of  nodes  within  a  network  that  changes  over  time.  Among 
the  factors  that  make  discovering  communities  challenging  is  the  network’s  structure. 
For  instance,  there  is  a  high  level  of  local  clustering  in  the  ensemble  of  networks  where 
the  average  distance  between  nodes  increases  at  a  gradual  pace,  indicating  that  nodes 
are  more  likely  to  be  connected  to  their  immediate  neighbors.  This  property  can  make 
small-world networks more resilient to node failures or attacks. On the other hand, 
networks whose degree distribution follows a power law pattern, have a few highly  
connected  nodes  that  are  essential  in  preserving  the  network’s  structure  and  function.  
[2]  Furthermore,  certain  topologies  may  be  more  adaptable  to  gradual  changes,  while 
others  may  be  better  suited  to  sudden  changes  or  shocks.  Additionally,  changes  in  the 
network  can  happen  in  several  ways,  such  as  nodes  joining  or  leaving  the  network,  the 
creation or deletion of edges between nodes, or changes in the weights or strengths 
of  existing  edges.  Thus,  to  detect  communities  in  dynamic  networks,  researchers  take 
into  consideration  of  both  the  changing  nature  of  the  network  and  the  structure  of  its 
communities. [8]  

3.1  Community  Detection  Features  

Community  detection  in  dynamic  networks  has  several  key  features  that  set  apart  it 
from community detection in static networks:  



• Temporal aspect: Dynamic networks evolve over time, which means that community 
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• Temporal aspect: Dynamic networks evolve over time, which means that community 
detection methods must take into account adjustments to the network’s topology, 
node attributes, and edge weights. 

• Community evolution: In dynamic networks, communities may expand, shrink, 
merge, split, or disappear over time. These changes should be tracked by community 
detection methods as well as provide insights into the community’s life cycle. 

• Time-aware algorithms: Community detection methods for dynamic networks 
should incorporate temporal information, either by analyzing the network at differ- 
ent time snapshots (evolutionary methods) or by direct accounting of time in the 
detection process (temporal methods). 

• Scalability: Dynamic networks can be large and complex, along with the probability 
of nodes and edges that changing over time within the network. For that reason, 
community detection methods should be scalable to handle such networks efficiently. 

• Robustness: While noise, missing data, and uncertainties in the dynamic network 
might impair the quality of discovering communities, community identification 
algorithms should be resistant to these factors. 

• Evaluation and validation: Assessing the quality and stability of detected communi- 
ties in dynamic networks requires appropriate evaluation metrics that consider both 
the network structure and temporal information. 

• Interpretation and visualization: Understanding the detected communities and their 
evolution over time requires effective visualization techniques and tools that can 
help researchers gain insights into the network’s structure, function, and dynamics. 

• Adaptability: Community detection methods should be adaptable to different 
topologies of dynamic networks, such as social, biological, or technological networks, 
each with its unique characteristics and challenges. 

3.2 Community Detection Categories 

In network analysis, community detection is considered an effective tool to detect 
clusters of nodes that are more closely connected to one other than to other nodes in 
a network. These clusters, or communities, can reveal hidden structures and patterns 
within complex systems.[4] Community detection methods can be categorized into two 
types: Agglomerative Methods and Divisive Methods. 

• Agglomerative methods involve adding edges to a graph one at a time, starting with 
the strongest edge and moving towards weaker edges. This procedure is repeated 
until the network is fully connected. 

• Divisive methods work in the opposite direction, starting with a fully connected 
graph and removing edges one at a time until the network is fully separated into 
clusters. 

Both methods have their advantages and disadvantages depending on the network’s 
structure. [17] 



3.3  Overlapping  Communities  
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3.3  Overlapping  Communities  

Overlapping communities in a network are a set of nodes that belong to multiple 
communities.  Overlapping  communities  allow  nodes  to  simultaneously  belong  to  many 
communities, in contrast to conventional non-overlapping communities, where each 
node  only  belongs  to  one  community.  In  real-world  overlapping  communities  can  be 
found  in  a  wide  variety  of  systems,  ranging  from  social,  biological,  and  transportation 
networks. In a social network, for example, overlapping communities may represent 
groups  of  individuals  who  share  multiple  interests  or  belong  to  multiple  social  circles. 
Finding communities that overlap is a challenging problem, that requires the devel-  

opment of specialized algorithms that can identify nodes that are a part of several 
communities  while  maintaining  the  integrity  and  coherence  of  each  community.  [18]  

 

4  Community  Detection  Algorithms  And 
Evaluation Measures  

4.1  Louvain  Algorithm  

Definition  1  (Louvain).  The  Louvain  method,  introduced  by  Blondel  et  al,  is  a  com-  

munity  detection  algorithm  that  uses  agglomeration  and  hierarchical  optimization.  It  

employs  a  vertex  mover  (VM)  procedure  to  enhance  the  modularity  of  the  network  at 
each level. The Louvain algorithm proceeds in two steps:  

•  In  the  first  step,  assign  each  node  to  its  community  to  optimize  modularity  for  small 
local  communities.  Then,  iteratively  merges  communities  to  maximize  the  modularity 
score.  

•  In  the  second  step,  the  communities  discovered  in  the  first  step  are  considered  indi-  
vidual  nodes,  and  the  same  process  is  repeated  until  the  maximum  modularity  score  

is reached, and no further merges can increase it. [1]  

To  determine  modularity  gain,  the  modularity  score  of  the  network  is  compared  before  

and after moving a node to a different community 1. The modularity score is the 
measure of how closely nodes are connected to each another within a community, 
compared to what might be expected by chance 2. [9]  

 ∆Q  =  Qafter  −  Qbefore  (1)  

Q  =  (1/2p)  ∗  
Σ  

j(Aij  −  ki  ∗  kj/2p)  ∗  δ(cn,  cm)  (2)  

i  

where:  

•  Aij:  is  the  weight  of  the  edge  connecting  nodes  i  and  j.  

•  ki  and  kj:  are  the  expected  probabilities  of  edges  connected  to  nodes  i  and  j,  

respectively.  

•  p:  is  the  sum  of  all  edge  weights  in  the  network.  
•  cn  and  cm:  are  the  communities  to  which  nodes  i  and  j  belong,  respectively.  

•  delta(cn,  cm)  is  a  function  that  returns  1  if  ci  =  cj  and  0  otherwise.  



One of the key strengths of the Louvain algorithm is its scalability. The algorithm 

is able to analyze complex systems since it can handle large-scale networks with bil- 
lions of nodes. Furthermore , the algorithm is highly parallelizable , allowing it to take 
advantage of multi-core processors and distributed computing environments , further 
increasing its efficiency. The Louvain method  has  been  demonstrated  to  be  useful  in 

identifying communities that are stable over time in dynamic networks, where the 
network topology changes over time. However, the algorithm may struggle to identify 
communities that are extremely volatile or that change rapidly over short periods of 
time. In such cases, other community detection algorithms may  be  more  appropriate. 

Despite its strengths, the Louvain algorithm has some limitations. One potential 
issue for the algorithm can get stuck in local optima, which can lead to subopti- 
mal community assignments. To overcome this issue, researchers have developed a 

number of extensions and modifications to the algorithm, such as the Louvain-igraph 
implementation, which incorporates  stochasticity  to  improve  the  algorithm’s  ability  to

 escape  local  optima.  [19]  
 

4.2 Label Propagation Algorithm 

Definitio n 2 (LP Algorithm ). The label Propagation algorithm is a semi-supervised 
machine-learning method that aims to predict the labels of unlabeled vertices of a graph 
through the distribution of the labels of labeled vertices. The algorithm operates under 
the presumption that vertices connected by edges in a graph have similar labels, and 
depending on the labels of its nearby vertices, it iteratively updates each vertex’s label. 
At each procedure, each vertex is assigned the label that is most common among its 
neighbors , weighted  by the strength  of the edges that connect  them. The algorithm 
continues to propagate the labels until a convergence criterion is reached. Label Prop- 
agation is a powerful and scalable algorithm that can perform various tasks, such as 
link prediction, social network analysis, and community detection. [13] 

            

           
         

 
             

          
               

            
            

 
          

          
            

           
 

 

The label  Propagation  algorithm  is an efficient  method  for detecting  societies  in 
dynamic networks . It can analyze large datasets rapidly and accurately thanks to its 
scalability , which is its key feature . Label Propagation  is a flexible  and adaptable 
method for examining complex network structures because, in contrast, to many other 
community discovery algorithms, it doesn’t necessitate prior knowledge regarding the 
sizes or the numbers of communities.

The label Propagation algorithm is an efficient method for detecting societies in 
dynamic networks. It can analyze large datasets rapidly and accurately thanks to its 
scalability, which is its key feature. Label Propagation is a flexible and adaptable 
method for examining complex network structures because, in contrast, to many
other community discovery algorithms, it doesn’t necessitate prior knowledge
regarding the sizes or the numbers of communities.
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Furthermore, it is typically regarded as a reliable and robust approach for detect-
ing communities with a minimum of ambiguity and unpredictability. The algorithm 
ensures that each data point is assigned the label that is most frequently used by its 
neighbors, reducing the likelihood of random or spurious assignments. Additionally, 
the algorithm’s convergence criterion and a maximum number of iterations provide a
degree of control over the final community structure, helping to avoid overfitting or 
underfitting the data.

Nonetheless , Label Propagation has its limitations , just like any other algorithm . 
Particularly in highly dynamic networks where the community structure is continually 
changing, it may be difficult to recognize small or weakly connected groups. However, 
when the global network topology is complicated or poorly understood, the algorithm’s 
reliance on local knowledge may produce inaccurate results. [20]

Fig. 1 Original Graph. Fig. 2 Graph 
.

Applying LPA 
Algorithm

In the table 1, each row represents a different network, while the columns corre-
spond to various values of c. The values in each cell represent the average modularity 
achieved by LPA on that network with the given value of c. The last column shows the 
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4.3 Girvan-Newman Algorithm

Definitio n 3 (Girvan-Newman ). The Girvan-Newman  algorithm  is a hierarchical 
divisive method for detecting communities in complex systems. The algorithm works 
by: [14]

• Compute the betweenness centrality for every edge in the network.
• Eliminate the edges with the greatest betweenness centrality from the network.
• Recalculate the betweenness centrality for every edge in the remaining network.
•Repeat steps two and three until a termination condition is satisfied . This criterion 

could be a desired number of communities , a desired community size, or when the 
network is completely disconnected.

• Divide the network into communities by using the connected components that
persist after the edges are eliminated.

The Girvan-Newman algorithm has been widely used to determine the underlying 
structures of various types of networks. Along with Its ability to detect communities in 
a continuously changing network is one of the features that make required. To achieve 
this, the edges with the highest interfacial centrality are progressively removed , thus 
revealing the modular structure of the network. 1

The Girvan-Newman approach also has the advantage of producing high-quality 
community detection results while avoiding unpredictability. This is due to the fact 
that it uses a bottom-up approach, where smaller communities  are merged to form 
larger ones, based on the network’s underlying structure . This process is guided by the 
modularity measure, which is used to assess the quality of the communities at each 
step. [10]

modularity achieved by LPA with the default value of c (c=0), which is often used

as a baseline for comparison. The networks included in this table are just examples and 
were chosen to demonstrate the varying performance of LPA on different networks 
and with different values of c.

C

AB

D

Fig. 4 Graph After Applying
The Girvan-Newman method.

Fig. 3 Original Graph.
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4.4 Infomap Algorithm

Definitio n 4 (Infomap ).

 

The concept  behind  the Infomap  algorithm  involves  the
optimization  of a quantity  known as the ”map equation ,” which aims to assess the 
excellence of a given community partition within a network. At its core, the algorithm 
works by iteratively compressing the network into increasingly smaller modules, while 
minimizing the information loss between nodes within the same module. Specifically , 
by constructing a hierarchical tree structure that represents the network’s modular 
organization. The algorithm endeavors to locate the partition that diminishes the map 
equation, with every tier of the tree corresponding to a distinct network community 
partition. [15]

The map equation is a mathematical formula that describes the balance between 
two  competing  factors  in community  detection : the  quality  of the  individual 
modules  (i.e., how tightly connected the nodes within a module are ) and the
information cost  of encoding the module structure (i.e., how much information is
required to represent the community partition).

• S(M) is the anticipated code length for the random walk over the network.
• q is the likelihood of transitioning from one community to another.
• H(Q) is the entropy of the community distribution Q, which is defined as

However, The Girvan-Newman algorithm can have several drawbacks, such as the

computational complexity and the sensitivity to the choice of the threshold for 
edge removal. 2 Furthermore, it may struggle with networks that have overlapping 
communities, or those that exhibit strong community structures at different scales. 
[11]

Σ
qc · log2(qc) (4)

c∈C
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Fig. 7 Graph after
 Infomap Algorithm.

Fig. 5 Original Graph. Fig. 6 Applying Infomap 
Algorithm.

The Infomap algorithm is a widely used community detection algorithm that has 
been applied to a variety of complex networks. The fundamental concept behind the

where:
• C: represents the set of all network communities and
• qc: represents the likelihood of ending up in community c.
• m: is the count of nodes existing in the network.
• pi: represents the likelihood of initiating a random walk from node i in the network.
• H(Pi/Q): refers to the amount of uncertainty, on average, about which community

a node i belongs to given the distribution of communities Q. It is the conditional 
entropy of node i with respect to the community distribution Q, which is defined as

Σ
qc · pi,c · log2(pi,c) (5)

c∈C

To find the optimal partition, the Infomap algorithm first assigns each node to its 
own community 3 and subsequently merges communities based on the improvement 
in the map equation 3. This process continues until no further improvements can be

 

made. 4
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Infomap algorithm involves encoding the random walker’s movements on the network 

as a message or code and minimizing the anticipated length of this code to find the 
most favorable division of a network into distinct communities.

One of the main advantages of the Infomap algorithm is its ability to detect com-
munities in large and complex networks. It has been demonstrated to outperform in 
superior accuracy and computing efficiency over several existing community detection 
techniques. Moreover, the hierarchical nature of the algorithm allows it to identify 
communities at different levels of granularity, which is useful in comprehending the 
organization of complex networks.

Nonetheless, one restriction of the algorithm is its dependence on the initial condi-
tions, which can lead to variable outcomes based on the initial position of the random 
walker. Moreover, the algorithm may not be suitable for dynamic networks where the 
network configuration changes frequently over time. In dynamic networks, the com-
munity structure may change rapidly over time, and the Infomap algorithm may not 
be able to keep up with these changes. [21]

4.5 The Dynamic Stochastic Block Model Algorithm

Definition 5 (DSBM). The Dynamic Stochastic Block Model algorithm is a com-
putational method used to identify communities or clusters in a dynamic network. It 
works by assuming that nodes in a network 5 are divided into latent groups or blocks, 
which can change over time. The DSBM algorithm uses statistical models to infer the 
underlying blocks and their evolution over time based on the observed network struc-
ture. In other words, it seeks to discover the groups of nodes that are more likely to 
interact with each other, and how these groups change over time. The algorithm is 
labeled as ”dynamic” because it considers the temporal dimension of the network, and 
”stochastic” because it relies on probability models to describe the network’s structure. 
[16]

14

15 4 3 2 13
5 1
6 12
7

16
11

8 910 18

17

Fig. 8 The original network before applying The Dynamic Stochastic Block Model algorithm.

The Dynamic Stochastic Block Model (DSBM) algorithm is a generative model 
that assumes that nodes in the network are assigned to different communities and
that
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Fig. 9 The network after applying The Dynamic Stochastic Block Model algorithm.

the connections between nodes are probabilistically determined by the community 
assignments 6.

The DSBM algorithm has a significant advantage in that it can represent the 
network’s progression over time, enabling the identification of alterations in the com-
munity configuration as the network evolves. This is particularly useful in dynamic 
networks, where the relationships between nodes may change over time, and commu-
nities may form and dissolve. Furthermore, it is also highly efficient, making use of 
Bayesian inference techniques to estimate the community assignments and network 
parameters. This allows for fast and accurate community detection even in large and 
complex networks.

However, as with any algorithm, there are limitations to the DSBM. One potential 
issue is the difficulty in choosing the appropriate quantity of communities to model. 
If the quantity of communities is set too high or too low, it may lead to inaccurate 
results. Another potential limitation is the assumption of a static community structure 
within each time interval, which may not always hold in dynamic networks. In terms of 
avoiding randomness in words and minimizing perplexity, it is important to note that 
the DSBM is a mathematical model and not a language model. Therefore, it does not 
involve the use of words or natural language processing. Nevertheless, in the context of 
identifying communities in continuously changing networks, it is important to ensure 
that the model is appropriate for the data being analyzed and that the results are 
interpreted in a meaningful way. [23]

5 Significant Findings in the Algorithms for 
Community Detection

The table 2 provides a comparison of community detection algorithms, highlighting 
important observations regarding their limitations, complexity, improvements, and 
features related to modularity optimization and overlapping communities.

The Louvain algorithm is a fast algorithm that can handle large datasets with a 
complexity of O(N log N). However, it has a resolution limit, which means it cannot
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 Community detection algorithms play a crucial role in identifying hidden struc-
tures and relationships within complex networks. The comparison table 2 highlights

6 conclusion

detect communities that are smaller than a certain size. It is also sensitive to initial-
ization, and its performance can be improved by using Louvain-igraph algorithm and 
resolution limit correction. The Louvain algorithm is capable of detecting overlapping 
communities.

Label Propagation algorithm has a lower computational cost than Louvain, with a

 

complexity of O(N). However, it is sensitive to initialization and has a resolution limit. 
The algorithm can be improved by using asynchronous label propagation and spectral 
initialization. The Label Propagation algorithm is capable of detecting overlapping 
communities.

The Girvan-Newman algorithm is computationally intensive, with a complexity of 
O(N3). It also has a resolution limit and is sensitive to community size. Fast algorithms 
based on edge-betweenness can improve their performance, but they cannot detect 
overlapping communities.

The Infomap algorithm can manage a resolution limit and has a computational 
complexity of O(N log N). However, it is sensitive to overfitting and resolution lim-
its. Regularization and bias correction can be used to improve its performance. The 
Infomap algorithm is capable of detecting overlapping communities.

The Dynamic Stochastic Block Model algorithm is computationally intensive, with 
a complexity of O(T N2), where T is the number of time steps. It is sensitive to model 
assumptions and requires variational Bayes inference and model selection for improved 
performance. The Dynamic Stochastic Block Model algorithm can detect overlapping 
communities. [22]

Table 2 Comparison of community detection algorithms

Algorithm   Limitations Complexity Improvement Modularity 
Optimization

Overlapping 

Communities

  High computational cost,      Girvan- 
            limit, sensitivity to                           

         O(N3)                         Fast algorithms based      Yes
 edge-betweenness, 

                                                                      limit correction 

No

                    Yes                  
                                                                    correction                                     
Infomap        Sensitivity to resolu  tion limit,

        overfitting     
O(N log N)

 on

Regularization, bias

 resolution 
Yes

                                    Yes                  Yes
Stochastic                                      

                                                                                      

Dynamic

Block Model

Computationally intensive, 
intensive, sensitivity

    O(T N2) Variational Bayes
inference, model selection

           

                                      Yes            
       limit                                                 

                                                                                                

Label      O(N)Sensitivity to initialization,   Asynchronous label
propagation, spectral
initialization

       Yes

            ,       Yes                   Yes
                                                                               
Louvain Resolution limit sen  sitivity to 

initialization
   O(N log N)  Louvain-igraph algorithm,

resolution limit correction

resolution Propagation

Newman resolution 
community size 

sensitivity
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important observations regarding the limitations, complexity, and improvements of 

popular community detection algorithms such as Louvain, Label Propagation, Girvan-
Newman, Infomap, and Dynamic Stochastic Block Model. Each algorithm has its 
strengths and weaknesses, and selecting the appropriate algorithm depends on the 
dataset’s characteristics and research questions. Louvain and Label Propagation algo-
rithms are suitable for large datasets and can detect overlapping communities. The 
Girvan-Newman algorithm can detect non-overlapping communities but is compu-
tationally intensive. The Infomap algorithm can handle resolution limits and detect 
overlapping communities but is sensitive to overfitting. The Dynamic Stochastic Block 
Model algorithm is suitable for dynamic networks but is computationally intensive 
and requires model selection.

In conclusion, community detection algorithms present a potent approach to ana-
lyzing intricate networks, also selecting the appropriate algorithm requires careful 
consideration of the dataset’s characteristics and research objectives.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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