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ABSTRACT 

When a student does not pass the requirements to graduate from a vocational college, the drop out (DO) system is 

usually utilized. The Naive Bayes technique make it simple to learn how graduation requirements might be modelled 

on prior evidence. As a result, this study suggests utilizing Naive Bayes to develop a Drop Out Recommendation System. 

We used 210 test data and 840 training data from the Kaggle dataset "Prediction of dropping out of school" for the 

testing phase. The proposed approach uses the Bayes technique to predict a student`s likelihood of dropping out based 

on their GPA and course enrolment in two semesters. The two value categories, high and low, of the GPA range from 

1.6 to 4.6. However, the standard for the courses that are enrolled is based on the middle of the credit range, which runs 

from 5 to 20. The effectiveness of the Bayes Method is assessed using accuracy calculations. The test data shows five 

out of the seven data models. The test yielded 197 correct test results out of 210, with a maximum accuracy of 93.8%. 

It can be concluded that the Bayes technique can be used to recommend dropout strategies. 
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1. INTRODUCTION 

According on statistics from the Indonesian Ministry 

of Education and Culture, out of the 8.483.213 registered 

students, there were 602.208 dropouts in 2020 c 7% of 

students fail to finish school [1]. The results of this survey 

demonstrate that the data are evenly distributed over all 

of Indonesia's islands and fall within the 0.04- 0.15 range. 

D3 and D4 are the categories where dropout rates are the 

highest. This indicates the need for university to regulate 

vocational levels in order to foresee dropouts [2]. 

The use of data mining in education and learning 

analytics has seen significant technological advancement 

[3]. To provide alerts for the "dropout" issue, 

computational techniques like machine learning can be 

used. The supervised learning paradigm in machine 

learning is thought to give models the ability to practice 

mapping data features to certain patterns. The Naive 

Bayes Algorithm is one of the supervised learning 

techniques that takes the probability of occurrences from 

other events into account [4]. 

Several studies have shown the superior performance 

of Naive Bayes compared to comparison methods [5]. 

Naive bayes probability can measure the features that are 

most likely to affect output [6], [7]. The Naive Bayes 

algorithm performs better than logical algorithms 

because it presumes that all data is independent. As a 

result, all data model can be computed [8]. Shynarbek 

(2022) achieves the highest accuracy rate for Naive 

Bayes in Dropout Detection Research compared to 

random forests and decision trees, which reach 80%, 

77%, and 80%, respectively [9]. Naive Bayes' accuracy 

for predicting dropout at Brazilian universities is 80%, 

which is comparable to KNN and random forest [10]. 

Furthermore, demonstrates the superiority of Naive 

Bayes over SVM, Logistic Regression, and Neural 

Networks with accuracy reached 0.96 [11]. How naive 

bayes may be used to forecast dropouts in Bangladesh on 

par with SVM [12].  

Naive Bayes performs well on patterned independent 

data, according to prior studies. Data with ambiguous 

patterns have not been put to the test. In several earlier 

research, the effectiveness of naive Bayes was solely 

assessed without feature selection based on the validity 
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of the problem. MOOC with prediction of failure by 

considering the features that affect course graduation 

[13]. It inspires us to map features that can predict study 

failure based on features that are considered important. 

The probability of non-patterned data is supposed to be 

mapped by naive Bayes-based rational feature selection. 

This research's proposed "Naive Bayes-based Drop 

Out Recommendation System in Vocational College". 

The contribution of this research is evaluating naive 

Bayes-based rational feature selection performs on non-

patterned data. The goal of this project is to be able to 

offer features that are utilized in conjunction with naive 

bayes to make recommendations for schools to warn 

students who are indicated to have dropped out. These 

recommendations will be based on the problem 

reasoning. 

2. LITERATURE REVIEW 

A multi-class Monte Carlo simulation to demonstrate 

the application of naive Bayes. In both independent and 

functionally dependent characteristics, Naive Bayes 

achieved good accuracy [4]. In order to identify student 

dropouts at Columbia University, compare logistic 

regression and naive Bayes using Watson analytics. The 

outcome demonstrates that binary logistic regression is 

utilized on data that are dependent on dichotomous data, 

but naive Bayes assumes that the data are independent 

from other data without considering the data model [8]. 

Contrasted random forests, decision trees, and naïve 

bayes for detection of the university dropouts. According 

to the research, an accuracy rate reached 80%, 77%, and 

80%. Furthermore, the learning process takes longer with 

decision trees and random forests than with naïve bayes 

[9]. Using academic data from the University of Brazil, 

also contrasted Naive Bayes with KNN and random 

forest to stop students from quitting. Naive Bayes 

produces outcomes that are equal to those of KNN and 

random forest [10]. 

Demonstrates the superiority of Naive Bayes over 

SVM, Logistic Regression, and Neural Networks. On a 

scale of [0.1], the outcomes of the comparison of the four 

approaches were 0.96, 0.89, 0.88, and 0.95, respectively 

[11]. How naive bayes may be used to forecast dropouts 

in Bangladesh on par with SVM. This study demonstrates 

how crucial it is to choose factors that affect students' 

decisions to drop out of school [12]. 

Investigates how naïve bayes might be used to assess 

students' academic performance. This experiment 

demonstrates the 76% accuracy of naive bayes. Nine 

features are employed in this study to classify data. This 

study demonstrates that some characteristics are thought 

to have no direct bearing on students' academic standing. 

Because of this, feature selection is thought to be crucial 

for enhancing naïve bayes performance [14]. Artificial 

neural networks frequently use the Bayes Algorithm to 

compare potential input opportunities to the output that 

has been given [15]. At the University of Lima, 

investigated the application of decision trees and Bayes-

based neural networks on 500 data. According to this test, 

utilizing Bayes has 7% better performance than using a 

decision tree [16]. 

Optimized the Bayes function with priority 

hierarchy’s dropout. In order to create hierarchical 

priorities, variance in the Gaussian model was used. The 

proposed method is superior than the prior method. 

Stochastic-based dropouts to the Bayes function [17]. 

3. METHOD 

In this study, a dropout recommendation system is 

proposed based on the Naïve Bayes method. 

3.1 Data  

Predictive information for successful and dropout 

students was adapted from Kaggle for the simulation data 

[18]. In order to mapping the circumstances 

opportunities, 840 data are used as training data. 

Furthermore, 120 data were utilized as test data. The 

dataset includes 34 inputs, including marital status, 

application mode, application order, course, daytime and 

attendance, and previous experience, nationality, 

qualification of the mother, qualification of the father, 

occupation of the mother, occupation of the father 

displaced, special educational needs, the debtor current 

with tuition fees, gender, holder of a scholarship the 

enrolment age, international, course 1st (credited), course 

1st (enrolled), course 1st (evaluations), course 1st 

(approved), course 1st (grade), course 1st (without 

evaluations), and course 2nd (credited), course 2nd 

(enrolled), course 2nd (evaluations), course 2nd (approved) 

(without evaluations), rates of unemployment and 

inflation. We proposed naive Bayes-based rational 

feature selection performs on non-patterned data. The 

GPA has an impact on graduation [19]. Data is shown in 

table 1 and table 2. 

Long (2012) demonstrates that the course taken has 

an impact on graduation [20]. This study uses three 

features from the dataset and bases its decision on the two 

prior studies. These features are: the course enrolment 

taken in semesters 1 and 2, as well as the GPA earned. 

There were two types of registered curricula: those with 

a lot of students and those with few students. The students 

enrolled courses from 5 to 20. The GPA is a scale of 1.6 

to 4.6. The mean value is applied as the threshold which 

calculate as Equation 1. 

𝜃𝑖 =
∑ 𝑥𝑗

𝑗𝑚𝑎𝑥
𝑗=1

𝑛
   (1) 
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Table 1. Training Data. 

GDP GPA Enrolled (Sem 1) Enrolled (Sem2) Total 

Graduate High High High 25 

Graduate High Low High 180 

Graduate High Low Low 6 

Graduate Low High High 32 

Graduate Low High Low 0 

Graduate Low Low High 489 

Graduate Low Low Low 21 

Dropout High High High 10 

Dropout High Low High 1 

Dropout High Low Low 68 

Dropout Low High High 37 

Dropout Low High Low 1 

Dropout Low Low High 4 

Dropout Low Low Low 251 

Table 2. Confusion Matrix. 

Actual Class 
Predicted 

Dropout Graduate 

Dropout TP FN 

Graduate FP TN 

Table 3. Testing Data. 

GPA Enrolled (Sem 1) Enrolled (Sem 2) Total 

High High High 92 

High Low High 3 

High Low Low 34 

Low High High 37 

Low High Low 14 

Low Low High 1 

Low Low Low 30 

θ_i is defined as a threshold θ of feature-i. The mean 

result, which is used as the threshold, is obtained by 

dividing all data-x from i to jmax by total data-n. Data is 

shown in table 3. 

3.2 Naïve Bayes Algorithm 

A classification technique based on a conditional 

probability is called Naive Bayes. The explanatory 

variables must be assumed to be independent when 

applying Naive Bayes algorithm. The Naive Bayes 

algorithm has the benefit of quick calculations when used 

on larger datasets. The Naive Bayes algorithm does not 

involve statistical testing, in contrast to logistic 

regression approach.  

The input training data is divided into high and low 

groups before beginning to calculate the probability 

value. Low values are initialized to zero, while high 

values are initialized to one. Equations 2 and 3 

respectively indicate the grouping of GPA and enrolled 

curriculum units. 

𝐺𝑃𝐴𝑗 = {
1 𝜃𝑖𝑝𝑘 > 2.5

0 𝜃𝑖𝑝𝑘 ≤ 2.5
   (2) 

𝐸𝑛𝑟𝑜𝑙𝑙(𝑠𝑚𝑡)𝑗 = {
1 𝜃𝑒𝑛𝑟𝑜𝑙𝑙𝑒𝑑 > 10
0 𝜃𝑒𝑛𝑟𝑜𝑙𝑙𝑒𝑑 ≤ 10

 (3) 

A threshold of 2.5 is used to group the jth-GPA 

ratings, whereas a threshold of 10 is used to group the jth- 

course enrolment. Both thresholds are obtained from 

calculating the mean training data using Equation 1. Once 

the data has been grouped, predictions are calculated 

using Equation 4 as the Naive Bayes algorithm. Graduate 

and Dropout are the two output categories for GPD. 

𝑃(𝑎|𝑏) =
𝑃(𝑏|𝑎) 𝑃(𝑎)

∑ 𝑃(𝑏|𝑎) 𝑃(𝑎)
   (4) 

The likelihood of user input- P(a) and the likelihood 

that both input and output- P(b|a) occur at the same time 

are compared to all of the possible outcomes to determine 

the probability of GDP depending on user input- P(a|b). 

3.3 Evaluation 

We mapped the comparison between estimated 

outcomes and actual output in the confusion matrix 

displayed in Table 2 in order to evaluate the effectiveness 

of Naive Bayes as a recommendation engine. Table 2 

assumes that the correctly projected dropout class is TP 

and the correctly expected graduation class is TN. It is 
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assumed that the mistakenly anticipated dropout class is 

FP and the incorrectly predicted graduate class is FP. 

The accuracy, precision, recall, and F1-score were 

then plotted. For both the graduation class and the 

dropout class, accuracy is used to assess how accurately 

the results were predicted. Recall is used to compare the 

estimated dropout results to all actual dropout data, 

whereas precision is used to compare the estimated 

dropout results to all forecasted dropout data. Equation 5 

illustrates an accuracy calculation.  

𝑎𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   (5) 

Based on the quantity of graduate-TN and dropout-TP 

forecasts for all data, accuracy-acc is determined. 

Equation 6 illustrates Recall.  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
.   (6) 

Calculating recall involves comparing the projected 

dropout rate to the real dropout class, which comprises of 

TP and FN. Equation 7 illustrates Precision.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
.   (7)  

Precision calculated by contrasting the TP class with 

the projected dropout class, which is made up of TP and 

FP. F1 score is the mean of recall and precision as shown 

in Equation 8. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
. (8) 

Specificity calculations are also performed to assess 

the capability of detecting graduate class as shown in 

Equation 9. 

𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
,   (9) 

where the number of predictions of the correct 

graduate class-TN to all actual grads is used to compute 

the true negative rate (TNR) or specificity. 

4. RESULT AND DISCUSSION 

We map the test data first. Data for the test is chosen 

at random. Random selection aims to assess naïve Bayes' 

performance on non-patterned test data. In Table 3, the 

test table is displayed. The highest number, which 

reached 92, was dominated by high GPA and course 

enrolment. Three sets of circumstances (1) high GPA and 

low course enrolment; (2) low GPA and course 

enrolment, and (3) low GPA and high course enrolment-

dominate the group of about 30 students. Then we present 

a confusion matrix to represent the test results, as seen in 

Table 4. A ratio of 1:1.2 for graduates to dropouts. The 

test results are displayed in Table 5 based on the result of 

confusion matrix and the computations of Equations 5–9.  

The system's ability to recognize graduate and 

dropout classes is indicated by the accuracy value, which 

hits 93.8%. In the meantime, the recall value, which 

demonstrates the system's capacity to identify dropouts 

from all classes, reaches 88.4%. The recall value, which 

measures how well the system performs in identifying 

dropout classes for all data discovered by dropouts, 

however, reaches 93.5%. This demonstrates that the 

dropout class is not overrepresented in the system. The 

F1-Score, which hits 90.9%, illustrates how precision and 

recall are balanced. the graduate class's detection 

performance was also evaluated and registered a TNR of 

92.7%. 

 

Figure 1. The Result of Confusion Matrix. 

In further analysis we observe the distribution of the 

data on the predicted results shown in Figure 1. Further 

investigation reveals the data's dispersion regarding the 

results that were predicted, as seen in Figure 1. Bayes 

investigations using probability do better through 

historical probabilities. These four chances demonstrate 

this: There are four categories: GPA Low, Enrolled 

(Smt1) Low, Enrolled (Smt2) Low; LGPA Low, Enrolled 

(Smt1) High, enrolled (Smt2) Low; and GPA Low, 

Enrolled (Smt1) High, Enrolled (Smt2) High. The four 

opportunities demonstrate that there is more real 

evidence supporting dropout than graduate outcomes, but 

there is also real data supporting the possibility of 

graduate output. Naive Bayes cannot handle this situation 

effectively.

 

Figure 2. The Result of Observation (a) True Positive 

(b) False Negative (c) True Negative(d) False Positive. 

The same evidence occurs under the following two 

circumstances: (1) GPA High, enrolled (Smt1) Low, 

enrolled (Smt2) High; and (2) GPA High Enrolled (Smt1) 

Low, enrolled (Smt2) Low, which both suggest a better 

likelihood of graduating than dropping out. As a result, 

information having the greatest chance of going 

undetected has different features. 
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The trial sample is shown in Figure 2. The GPA input 

in Figure 4 (a) is 1.79, and the number of students 

enrolled in the two semesters is 12 and 13, respectively. 

As a dropout is seen in both the actual and anticipated 

output, it is classified as a true positive. Figure 4 (b) 

shows that the GPA input reaches 0.79 and that the total 

number of credits taken in both semesters is 5. The 

outcome is actually a dropout, and graduates are found, 

hence it is classified as a false negative.  

The GPA input in Figure 4 (c) is 4.06, and the number 

of students enrolled in the curriculum in both semesters 

is 14 and 13, respectively. The three inputs are the high 

categorized. The true negative is applied since the real 

output is a graduate and is recognized as such. Figure 4 

(d) shows that the GPA input was 3.51 and that the total 

number of credits taken in both semesters was 7. The 

three inputs are the high categorization. Graduates were 

the genuine output, and when they were discovered, they 

were classified as false positives. Based on these trials, 

the process of considering conditions beyond the highest 

probability needs to be designed to improve naive bayes. 

 

Table 4. The Result of Confusion Matrix. 

Actual Class 
Predicted 

Dropout Graduate 

Dropout 108 13 

Graduate 7 89 

Table 5. The Result of Confusion Matrix. 

Test Result (%) 

Accuracy 93.8 

Recall 88.6 

Precision 93.5 

F1-Score 90.9 

TNR 92.7 

5. CONCLUSION 

In this study, naive bayes is recommended as a 

method for vocational dropout students. The curriculum 

that is enrolled in the first and second semesters as well 

as the most recent GPA are inputs that are used as 

material for consideration. The Graduation and Dropout 

outputs are the ones that are defined. 120 test data were 

assessed using 840 training data, with metrics of 

accuracy, recall, precision, F1-score, and TNR reaching 

93.8%, 88.6%, 93.5%, 90.9% and 92.7%. It can be 

concluded that the Bayes technique can be used to 

recommend dropout strategies. Based on several trials, 

the process of considering conditions beyond the highest 

probability needs to be designed to improve naive bayes 

in overfitting data. 
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