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Abstract. This paper aims to build a credit card transaction fraud classification 

model by combining improved data balancing techniques and gradient boosting 

algorithms. After data cleaning and preprocessing, we applied random over-

sampling, SMOTE oversampling, random undersampling, and Tomek Links un-

dersampling methods to deal with the highly imbalanced dataset. Afterwards, we 

established classification models using LightGBM, XGBoost and CatBoost al-

gorithms for comparative experiments. Finally, we selected the best performing 

gradient boosting model under each data balancing method as the first layer mod-

els of the Stacking algorithm, and the classification tree model as the second layer 

model. Its accuracy and F1-score on the testing set reached 0.98. 
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1 Introduction 

Credit card fraud is an increasingly threatening problem which will not only damage 

the property of individual users, but also bring negative effects to financial institutions 

such as banks and even the whole society. Therefore, developing an accurate credit card 

fraud prediction model has become an important topic in the financial field. 

In the pervious studies, many scholars have carried out research on credit card fraud 

prediction, such as "Fraud Prediction of Credit Card Customers Based on Xgboost 

Model and Multi-Layer Perception Model" [1], "Credit Card Fraud Prediction and Clas-

sification using Deep Neural Network and Ensemble Learning" [2], "Credit Card Fraud 

Detection Using Artificial Neural Networks and Random Forest Algorithms" [3]. How-

ever, conventional research typically employs a single method for addressing data im-

balance. This approach may result in model bias and diminish overall performance 

when confronted with highly imbalanced credit card fraud data. In this study, we em-

ploy four methods to handle the highly imbalanced dataset and integrate them with the 

Gradient Boosting algorithm and Stacking algorithm. This combined approach serves  
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to enhance the model's robustness and generalization capability, enabling more accurate 
predictions. 

2 Theoretical Foundation 

Machine learning [4] is a crucial branch of artificial intelligence algorithms that aims to 
analyze and process data, construct models, and train them to make predictions or de-
cisions on unknown data. Ensemble learning is a machine learning approach that en-
hances prediction performance, accuracy, and stability by combining the predictions of 
multiple individual models. 

Oversampling and Undersampling techniques are employed when there is a signifi-
cant imbalance in the number of samples between different classes in a dataset. These 
techniques involve adjusting the proportions of samples from different classes to im-
prove the accuracy and generalization ability of the model. 

3 Materials and Methods 

3.1 Dataset Used in the Study 

This paper selects the transaction records of European cardholders in two days from 
kaggle.com as the data set for the study. There are 31 variables in this dataset, the de-
pendent variable is "Class", where "1" represents fraudulent transactions, "0" represents 
non-fraudulent transactions. And the remaining 30 are listed as independent variables, 
"Time" represents the number of seconds between each transaction and the first trans-
action in the dataset, "Amount" represents the amount of the transaction, and the other 
V1 to V28 are the results after PCA reduction to protect users' personal information. 

The results of descriptive statistics for some variables are shown in Table 1. 

Table 1. Descriptive statistical results of some variables 

 Mean Std Min Q1 Median Q3 Max 

Class 0.00 0.04 0.00 0.00 0.00 0.00 1.00 

Amount 88.35 250.12 0.00 5.60 22.00 77.16 25691 

Time 94813 47488 0.00 54201 84692 139320 172792 

V5 0.00 1.38 -113.74 -0.69 -0.05 0.61 34.80 

V9 0.00 1.10 -13.43 -0.64 -0.05 0.60 15.59 

V24 0.00 0.61 -2.84 -0.35 0.04 0.44 4.58 

The distribution of these variables is shown in Figure 1. 
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Fig. 1. The distribution of some variables 

3.2 Data Standardization 

Compared with normalization, standardization can better retain the distribution charac-
teristics of the data, and can eliminate the scale differences between different variables. 
For large samples, standardization is conducive to improving the robustness of data. 
Therefore, here we use Standardization for all numerical variables. 

First, the original data set is divided into a training set and a test set in a ratio of 7:3, 
and then formula (1) is used to standardize each data value. 

 𝑥
̅
 (1) 

In this formula, �̅� is the mean of the sample data, 𝑠 is the standard deviation of the 
sample data, 𝑥 and 𝑥  are the data before and after standardizing. 

Due to the test set represents the real data of the unknown, if use the mean and stand-
ard deviation of the test set to standardize themselves, is likely to interfere with the 
training process, and too optimistic to model performance evaluation. Therefore, should 
use the mean and standard deviation of the training set, to better test the model perfor-
mance. 

3.3 Data Correlation Exploration 

Point-biserial correlation is used to analyze the correlation between continuous and bi-
nary variables. And the P-Value is used to judge whether the correlation is significant, 
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if the P-Value is less than 0.05, the correlation can be considered significant, otherwise, 
the correlation is not significant. 

According to Point-biserial analysis, most of the independent variables have signif-
icant correlation with the "Class", and the top five variables with the highest correlation 
are illustrated in Table 2. 

Table 2. Top five variables with higher correlations 

 Correlation Coefficient P-Value 
V17 -0.326 0.00 
V14 -0.302 0.00 
V12 -0.260 0.00 
V10 -0.216 0.00 
V16 -0.196 0.00 

Only three independent variables, "V22", "V23" and "V25", show an insignificant 
correlation with "Class", and the results are shown in Table 3. 

Table 3. Variables with insignificant correlations 

 Correlation Coefficient P-Value 
V25 0.003 0.07 
V23 -0.002 0.15 
V22 0.001 0.66 

Then, we use the Pearson correlation coefficient to calculate the Thermodynamic 
matrix between the 30 independent variables, as shown in Figure 2. 

 

Fig. 2. Thermodynamic matrix between the 30 independent variables 
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Figure 2 shows that there is no significant correlation from V1 to V28, but some of 
them such as "V20", "V7", "V2" and "V5" have certain correlation with "Time" or 
"Amount". 

3.4 Imbalanced Data Processing 

In the dataset of this study, only 492 of the total 284807 transactions are fraud transac-
tions, and the proportion is only 0.172%, indicating that the dataset is highly unbal-
anced. Therefore, we need to use Oversampling and Undersampling algorithms in order 
to balance data. In simple terms, Oversampling increases the number of fraudulent 
transactions from 492 to 284315, Undersampling reduces the number of non-fraudulent 
transactions from 284315 to 492. 

Then, four algorithms including Random Oversampling, SMOTE Oversampling, 
Random Undersampling and Tomek Links Undersampling are used to balance the data 
in this study [5]. Random Oversampling and Radom Undersampling algorithm refer to 
the random replication or removal of some samples. SMOTE Oversampling is used to 
balance the dataset by creating new synthetic samples [6]. Tomek Links Undersampling 
algorithm removes specific pairs of samples based on the distance between samples [7]. 

3.5 Model Building 

Firstly, we use XGBoost, LightGBM and CatBoost algorithms to establish classifica-
tion models for the datasets after four data balancing techniques. Secondly, uses Bayes-
ian search to adjust parameters. Afterwards, the most suitable model under each method 
is judged through the calculated accuracy of training set, test set accuracy and test set 
F1-score. 

Finally, we take the best performing model corresponding to these four datasets as 
the first layer model of the Stacking algorithm [8], and the Decision Tree model with the 
maximum depth of 4 as the second layer model. The modeling process is shown in 
Figure 3. 

 

Fig. 3. The main process of improved data balancing based on gradient boosting and Stacking 
algorithms 
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3.6 Xgboost Importance Ranking for Feature Analysis 

The feature importance of each variable can be generated by XGBoost model, and the 
final result is shown in Figure 4. 

 

Fig. 4. XGBoost feature importance ranking 

4 Experiments & Results 

Firstly, we applied the XGBoost, LightGBM and CatBoost models to the processed 
datasets, and the results are respectively shown in Table 4, Table 5 and Table 6. 

Table 4. XGBoost algorithm modeling results 

Dataset 
Training set  

accuracy 
Testing set  
accuracy 

Testing set 
 F1-score 

Random  
Oversampling 

0.98 0.93 0.92 

SMOTE  
Oversampling 

0.99 0.92 0.94 

Random  
Undersampling 

0.97 0.91 0.90 

Tomek Links  
Undersampling 

0.98 0.92 0.92 
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Table 5. LightGBM algorithm modeling results 

Dataset 
Training set 

accuracy 
Testing set 
accuracy 

Testing set 
F1-score 

Random  
Oversampling 

0.99 0.93 0.94 

SMOTE  
Oversampling 

0.98 0.88 0.91 

Random  
Undersampling 

0.96 0.85 0.85 

Tomek Links  
Undersampling 

0.95 0.86 0.88 

Table 6. CatBoost algorithm modeling results 

Dataset 
Training set 

accuracy 
Testing set 
accuracy 

Testing set 
F1-score 

Random  
Oversampling 

0.94 0.85 0.86 

SMOTE  
Oversampling 

0.95 0.88 0.91 

Random  
Undersampling 

0.87 0.83 0.83 

Tomek Links  
Undersampling 

0.98 0.92 0.93 

The results indicate that the best performing model is LightGBM for dataset using 
Random Oversampling, XGBoost for datasets using SMOTE Oversampling and Ran-
dom Undersampling algorithms, and CatBoost for dataset using Tomek Links Under-
sampling. 

Secondly, we employ the Stacking algorithm to build the classification model, and 
evaluate its performance with accuracy, precision, recall, and F1-score. The results are 
shown in Table 7. 

Table 7. Stacking algorithm modeling results 

Metrics Result 

Training set accuracy 1.0 

Test set accuracy 0.98 

Test set precision 0.99 

Test set recall 0.98 

Test set F1-score 0.98 

Finally, we conduct 10-fold cross validation of the model in order to improve the 
reliability of the evaluation results. The ROC-AUC curve is shown in Figure 5. 
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Fig. 5. The ROC-AUC curve 

5 Conclusion 

In this paper, we construct a Stacking model based on four data balancing techniques 
and gradient boosting algorithm for predicting credit card fraud transactions. Compared 
with the traditional machine learning model, the proposed model can better deal with 
highly imbalanced dataset and make more accurate predictions. However, due to the 
complexity of the algorithms used, this model is more time-consuming, which requires 
further feature engineering and attempts to reduce the complexity of the model. 
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