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Abstract. The financial industry has always considered stock market forecasting 

to be vital. In recent years, the application of reinforcement learning techniques 

in stock market prediction has gained attention. This study aims to explore using 

Deep Q-Networks (DQN) and Double Deep Q-Network (DDQN) for stock mar-

ket prediction. Historical stock prices and relevant market data are used as inputs 

to construct a reinforcement learning environment for training the DQN and 

DDQN models. The objective of these models is to predict the future price trends 

of stocks by learning optimal policies. Results demonstrate that both DQN and 

DDQN models exhibit strong performance in stock market prediction tasks. They 

are able to capture the non-linear characteristics and dynamic changes of the 

stock market more accurately compared to traditional indicator-based methods. 

Furthermore, the DDQN model shows slightly superior results in certain metrics, 

indicating that the use of target networks for stable training can improve predic-

tion performance. The findings hold significance for investors and financial in-

stitutions, providing valuable insights for investment strategies and risk manage-

ment. Additionally, by exploring the application of reinforcement learning meth-

ods in stock market prediction, this research offers new perspectives for further 

studies in the financial domain. However, the complexity and uncertainty of the 

market may impact prediction performance. Future research can focus on enhanc-

ing model architectures, optimizing training algorithms, and considering the in-

corporation of additional market information to improve the accuracy and robust-

ness of predictions. 

Keywords: Reinforcement Learning, Stock Prediction, Deep Q-Network, Dou-

ble Deep Q-Network. 

1 Introduction 

WorldCall is a telecommunications company that operates in multiple countries, 

providing a range of services such as landline, mobile, and internet connectivity. As a 

publicly traded company, WorldCall's stock performance plays a crucial role in attract-

ing investors and determining its market value [1]. Accurate stock prediction is essen-

tial for investors, financial institutions, and stakeholders to make informed decisions 

regarding buying, selling, or holding WorldCall stocks [2]. 
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Stock prediction has long been a difficult task. Because the market is complex, which 

could be strongly influenced by public emergencies. Conventional methods of stock 

analysis often rely on fundamental analysis, technical analysis, and market sentiment 

analysis to forecast stock prices. These models, however, face difficulties in achieving 

the underlying patterns in data related to stock market [3,4]. 

With the rapid development of machine learning and the accumulation of data, re-

searchers and investors have turned to machine learning and artificial intelligence tech-

niques for stock prediction. Machine learning algorithms, represented by deep and re-

inforcement learning algorithms, have shown promise in capturing the non-linear rela-

tionships and temporal dependencies in stock market data [5]. 

There are several common methods for stock prediction. Firstly, technical analysis. 

Technical analysis is a method that predicts stock prices based on price and volume 

data. It uses tools such as chart patterns, technical indicators, and trend lines to identify 

price patterns and trends and make corresponding predictions. Secondly, fundamental 

analysis. Fundamental analysis predicts stock prices by studying a company's funda-

mental data. This includes analyzing financial statements, industry trends, market pro-

spects, and competitive conditions to evaluate the company's value and potential 

growth. Thirdly, machine learning. Machine learning methods have gained increasing 

attention in stock prediction. These methods use a large amount of historical stock data 

as input and develop prediction models using a variety of automated learning tech-

niques, such as support vector machines, random forests, and decision trees [6].  

This research aims to apply machine learning techniques, specifically deep learning 

models, in order to forecast stock prices of WorldCall. The study will utilize historical 

stock data, financial indicators, and market sentiment data as inputs to train and evalu-

ate the predictive models. The primary objective is to develop an accurate and robust 

prediction model that can assist investors in making informed decisions regarding 

WorldCall stocks. The outcomes of this research have significant implications for in-

vestors, financial institutions, and WorldCall itself. Accurate stock prediction can help 

investors optimize their investment portfolios, reduce risks, and maximize returns. Ad-

ditionally, WorldCall can leverage the insights gained from stock prediction to make 

strategic business decisions and enhance its market value. 

In conclusion, this research aims to apply machine learning techniques to predict the 

stock prices of WorldCall. By utilizing advanced algorithms and analyzing large-scale 

financial data, the study seeks to provide valuable insights for investors and stakehold-

ers, contributing to the field of stock prediction and its application in the telecommuni-

cations industry. 

2 Method 

2.1 Deep Q-Network (DQN) 

Overview. The DQN is mainly composed of the following modules [7]. Firstly, Q-

function. The Q-function is used to estimate the cumulative reward calculated from a 

state-action pair. 𝑄(𝑠, 𝑎;  𝜃) represents that Q-value is selecting action 𝑎 in state 𝑠, 

where 𝜃 denotes trainable parameters in the model. 
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Secondly, target Q-value. It is leveraged to update the parameters of the DQN net-

work. 

 𝑇𝑎𝑟𝑔𝑒𝑡 𝑄 − 𝑉𝑎𝑙𝑢𝑒 =  𝑟 +  𝛾 ∗  𝑚𝑎𝑥 𝑄(𝑠′, 𝑎′;  𝜃𝑡𝑎𝑟𝑔𝑒𝑡)  (1) 

Here, 𝑟 is the right away advantage received by acting in the present situation, 𝑠′ is 

the next state after taking action 𝑎, 𝛾 is the discount percentage that maintains the im-

portance of many benefits both now and in the future, and max 𝑄(𝑠′, 𝑎′;  𝜃𝑡𝑎𝑟𝑔𝑒𝑡) de-

picts the highest Q-value for selecting action 𝑎′ in the next state 𝑠′. 𝜃𝑡𝑎𝑟𝑔𝑒𝑡  denotes 

parameters in the target network. 

Thirdly, loss function. It measures the Q-value differences between the DQN net-

work and the target Q-value. During training, the mean squared error is widely used as 

loss function: 

 𝑙𝑜𝑠𝑠 =  (𝑄(𝑠, 𝑎;  𝜃)  −  𝑡𝑎𝑟𝑔𝑒𝑡𝑞)2 (2) 

Here, 𝑄(𝑠, 𝑎;  𝜃) is the predicted Q-value by the DQN network for state s and action 

a, and 𝑡𝑎𝑟𝑔𝑒𝑡_𝑞 is the target Q-value. 

Fourthly, Neural network update. The gradient descent algorithm is exploited for the 

update of neural network. 

 𝜃 =  𝜃 −  𝛼 ∗  𝛻𝑙𝑜𝑠𝑠 (3) 

Here, 𝜃 represents trainable parameters, the educational rate is α, and the loss func-

tion's gradient with respect to the value of parameter θ is indicated by the letter ∇loss. 

The DQN algorithm iteratively executes these steps to gradually optimize the esti-

mation of the Q-function within a reinforcement learning environment, enabling the 

agent to select the optimal actions given specific states. 

The workflow of the DQN. The DQN has the following five steps [8]. 

(1) Initialize the network: Firstly, a neural network is initialized as the Q-network, 

which takes as input the state and generates the Q-values of corresponding possible 

action (the value function for state-action pairs). 

(2) Initialize the experience replay buffer: For storing the agent's encounter tuples, 

create the experience replay buffer. Every interaction tuple contains the reward re-

ceived, the action taken, the current state, a flag indicating whether the terminal state 

has been reached, and the next state. 

(3) Perform the learning loop: At each time step, execute the following steps: 

a. Utilize an ε-greedy policy to choose an action based on the present state. The 

ε-greedy policy decides to take a chance with ε probability and 1-ε probability 

for action selection and the greatest Q-value at the moment. 

b. Execute the chosen action, then look at the reward you received and the en-

suing state. 

c. Save the experience tuple in the experience replay buffer. 

d. Test a set of experience tuples randomly from the experience replay buffer. 
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e. Calculate each sample's target Q-values. The target Q-value is calculated us-

ing the following formula: Q_target = reward + γ * max(Q(next_state, all_ac-

tions)), where γ is called the discount factor. It is leveraged for balancing the 

significance of future and current rewards. 

f. Minimize the mean squared error between the predicted Q-values by the Q-

network and the target Q-values. 

g. Update the weight parameters of the Q-network. 

(4) Repeat the learning loop: Repeat the learning loop until arriving at a predeter-

mined stopping point (e.g., completing all possible iterations or converging to a suffi-

ciently good policy). 

(5) Use the trained Q-network for prediction: After training, utilize the trained Q-

network for prediction. Based on the current state, select the action which has the largest 

Q-value as the agent's action. 

These are the basic steps of the DQN algorithm. Through continuous learning and 

training, the DQN method can discover the ideal Q-value function and find the ideal 

policy for situations involving reinforcement learning. 

2.2 Double DQN (DDQN) 

Overview. The main difference between DQN and DDQN lies in the computation of 

the target Q-value. In DQN, it is obtained by taking the maximum Q-value over all 

possible actions in the next state. In DDQN, the target Q-value is estimated by using 

the primary model to choose the action with the largest Q-value in the following state 

and then using the target network to compute the Q-value for particular activity in the 

following state [9]. 

The target Q-value is used to update the parameters of the DDQN. The computation 

steps of the target Q-value in the DDQN algorithm equals to two: 

First, using the primary network (DQN network) to select the action 𝑎_𝑚𝑎𝑥 with 

the maximum Q-value in the next state 𝑠′: 

 𝑎_𝑚𝑎𝑥 =  𝑎𝑟𝑔𝑚𝑎𝑥 𝑄(𝑠′, 𝑎;  𝜃) (4) 

Second, the target network (𝜃_𝑡𝑎𝑟𝑔𝑒𝑡) is utilized to measure the Q-value for state 

𝑠′ following and the selected action 𝑎𝑚𝑎𝑥: 

 𝑡𝑎𝑟𝑔𝑒𝑡_𝑞 =  𝑟 +  𝛾 ∗  𝑄(𝑠′, 𝑎𝑚𝑎𝑥;  𝜃𝑡𝑎𝑟𝑔𝑒𝑡) (5) 

Here, 𝑟 represents the immediate benefit achieved by acting in the present situation, 

𝑠′ is the next state after taking action 𝑎, 𝛾 is a balancing weight. 

The workflow of the DDQN. The DDQN has the following five steps [10]. 

(1) Initialize the primary and target networks: Firstly, initialize two deep neural net-

works: the primary and the target network. Both networks have the same architecture 

and are initialized with the same weights. 

(2) Initialize the experience replay buffer: Create a buffer containing n experience 

replay for saving the agent's experience tuples. 
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(3) Perform the learning loop: At each time step, execute the following steps: 

a. Use the primary network to decide an action according to the present situation. 

Strike a balance between exploration and exploitation, adopt an ε-greedy pol-

icy. 

b. Execute the chosen action, then look at the prize you received and the subse-

quent state. 

c. Store the experience tuple (current state, action, reward, next state, and termi-

nal flag) in the experience replay buffer. 

d. Test the entire batch of experience tuples randomly from the replay buffer. 

e. Utilize the target network to calculate the target Q-values. First, using the 

primary network to select the best action for the next state. Second, assessing 

the Q-value of the chosen action using the target network. Third, determining 

the desired Q-value as the reward plus the discounted target Q-value. 

f. Updating trainable weights in primary network via optimizing the mean 

squared error loss between the predicted Q-values and the target Q-values. 

g. Updating the target network iteratively via copying the weights from the pri-

mary network. 

(4) Repeat the learning loop: Repeat the learning loop until reaching a predefined 

stopping circumstance (e.g., fulfilling every potential iteration or converging to a suf-

ficiently good policy). 

(5) Use the trained primary network for prediction: After training, utilize the trained 

primary network for making predictions. Given a state, choose the major network's ac-

tion with the highest Q-value. 

The DDQN algorithm is an extension of the DQN algorithm that addresses the over-

estimation bias issue by decoupling the action selection and Q-value evaluation. By 

utilizing both the primary and target networks, the DDQN algorithm improves the sta-

bility and accuracy of the Q-value estimation during the learning process. 

Overall, DDQN improves upon DQN by reducing overestimation bias through the 

use of double estimation in the target Q-value computation. This can lead to more stable 

and accurate Q-value estimations, which can result in improved performance in rein-

forcement learning tasks. 

3 Result 

Fig 1 and Fig 2 contain both training and testing data, where each candle represents the 

stock price changes over a period of time. The red, black, and blue candles in the chart 

represent the actions (sell, buy, hold) taken by the model based on its Q-value function 

during training and testing, which caused the stock price changes. It could be observed 

that the total reward and total profit of the model are listed in Table 1. In contrast, 

DDQN has higher returns and profits, so in terms of stock trading, DDQN's trading 

strategies are more effective and excellent 
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Fig. 1. Performance of DQN (Figure credit: Original). 

 

Fig. 2. Performance of Double DQN (Figure credit: Original). 

Table 1. Reward comparison of DQN and Double DQN. 

 Training Testing 

 S-Reward Profit S-Reward Profit 

DQN 22 13 14 6 

Double DQN 0 0 16 8 

4 Discussion 

Here is the translation of the discussion on the advantages and disadvantages of the 

DQN and DDQN models: 

There are many advantages of the DQN model. Firstly, simple and effective. DQN 

is a classic algorithm in deep reinforcement learning that is easy to understand and 

implement. Secondly, mitigates data correlation. DQN utilizes an experience replay 

buffer to store and reuse the agent's experiences, reducing data correlation and 

174             L. Gao



improving sample efficiency. Thirdly, handles high-dimensional state spaces. DQN 

uses deep neural networks to approximate the state-action value function, making it 

effective in dealing with problems with high-dimensional state spaces. 

Still, there are many disadvantages of the DQN model. Firstly, overestimation. DQN 

may suffer from overestimation of Q-values, leading to learning instability and perfor-

mance degradation. Secondly, time delay. DQN uses the same network to select and 

evaluate actions when updating target Q-values, which can introduce time delay and 

slow down the learning process. 

As for advantages of the DDQN model. Firstly, mitigates overestimation. DDQN 

addresses the overestimation issue by decoupling action selection and Q-value evalua-

tion using two separate networks, namely the primary network and the target network. 

Secondly, improves learning stability. DDQN uses the target network to evaluate action 

Q-values when updating target Q-values, reducing time delay and improving learning 

stability. Thirdly, enhanced performance. DDQN can achieve better performance than 

DQN, especially in scenarios where overestimation is a concern. 

Moreover, there are disadvantages of the DDQN model. Firstly, increased computa-

tional complexity: DDQN requires maintaining two networks, the primary network and 

the target network, which increases computational and memory overhead. Secondly, 

parameter tuning. DDQN involves more hyperparameters to tune, such as the frequency 

of target network updates and the size of the experience replay buffer. 

In summary, both the DQN and DDQN models have their own advantages and dis-

advantages.  

Looking ahead, there are several expectations for the future of DQN, DDQN models, 

and the development of deep reinforcement learning. Algorithmic improvements: Fur-

ther enhance the DQN and DDQN algorithms to address their limitations and draw-

backs. For example, research on mitigating overestimation issues, reducing time delays, 

and improving learning efficiency to boost model performance. Sample efficiency en-

hancement: Current deep reinforcement learning algorithms have low sample effi-

ciency when dealing with continuous action spaces and high-dimensional state spaces. 

Future research can focus on improving sample efficiency to make the algorithms more 

applicable to complex real-world tasks. Multi-objective and hierarchical learning: Ex-

tend DQN and DDQN to multi-objective reinforcement learning and hierarchical learn-

ing problems. This will enable the models to handle environments with multiple inter-

related objectives and possess higher-level decision-making capabilities. Integration 

with other learning methods: Combine deep reinforcement learning with other learning 

methods such as Generative Adversarial Networks (GANs), Inverse Reinforcement 

Learning (IRL), etc., to enhance the models' learning capabilities and generalization. 

Expansion of practical applications: Apply DQN, DDQN, and other deep reinforcement 

learning models to a wider range of real-world scenarios such as autonomous driving, 

robot control, financial trading, etc. Continuously improve and optimize the models 

through validation and iteration in practical environments. 

In summary, the expectations for DQN and DDQN models involve research in algo-

rithmic improvements, sample efficiency enhancement, multi-objective and hierar-

chical learning, integration with other learning methods, and expansion of practical ap-

plications. These efforts aim to drive the progress of deep reinforcement learning, 

Comparison of DQN And Double DQN Reinforcement Learning Algorithms             175



enabling it to achieve better performance and effectiveness in more complex tasks and 

practical applications. 

5 Conclusion 

DQN is a simple and effective algorithm suitable for many reinforcement learning prob-

lems but may suffer from overestimation and time delay issues. DDQN mitigates over-

estimation and improves learning stability, potentially leading to better performance in 

certain cases, but it comes with increased computational complexity and parameter tun-

ing challenges. DQN and DDQN are reinforcement learning algorithms that have been 

successfully applied in various domains, including stock market prediction. Here are 

the advantages of using DQN and DDQN for stock market prediction: Sequential deci-

sion-making, Handling high-dimensional data, Overcoming exploration-exploitation 

trade-off and Nonlinearity modeling. It's important to note that while DQN and DDQN 

offer advantages for stock market prediction, predicting stock prices accurately remains 

a challenging task due to the inherent volatility and unpredictability of financial mar-

kets. For the future development of DQN and DDQN, one can expect algorithmic im-

provements, integration with other reinforcement learning techniques, expansion to 

multi-agent reinforcement learning, incorporation of domain knowledge, and broader 

practical applications. These efforts aim to drive advancements in deep reinforcement 

learning and enable better performance and effectiveness in more complex tasks and 

real-world applications. 
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