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Abstract. Just as in many other fields, the application of machine learning meth-

ods has become a prominent topic in the realm of computer graphics. This paper 

reviews and summarizes some ongoing applications of machine learning in both 

the academic and industrial aspects of computer graphics, along with certain chal-

lenges and limitations being faced. The applications encompass the three primary 

facets of computer graphics: rendering, modelling, and animation. Machine 

learning's roles in areas such as anti-aliasing, ambient occlusion, model genera-

tion, and motion capture techniques are discussed and also compared with the 

traditional methods. On the one hand, the advantages of machine learning are 

shown by the applications part. On the other hand, limitations are also introduced. 

The limitations section primarily highlights the need for labelled data and asso-

ciated cost concerns, as well as the inflexibility and lack of creativity inherent to 

machine learning. In the end, the article provides a summary of the entire content 

and offers a glimpse into future trends.
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1 Introduction 

Computer graphics is a subject in Computer Science that studies the generation of im-

ages and art using computers. It was first coined by computer graphics researchers 

Verne Hudson and William Fetter of Boeing in 1960. In general, computer graphics 

could be either 2D or 3D, while nowadays 3D computer graphics is more common. 

Computer graphics is an essential technology in many fields especially in video games, 

films, virtual reality (VR), augmented reality (AR) and digital art, and mainly consists 

of three parts which are modelling, rendering and animation.  

Machine learning (ML) is one of the most important parts of the study of artificial 

intelligence (AI) and it was coined by Artur Samuel in 1959 [1, 2]. The study of ma-

chine learning is an interdisciplinary subject that involves probability theory, statistics, 

algorithm complexity etc. Instead of using a human-developed algorithm to tell the ma-

chines what to do explicitly to solve a problem [3], machine learning methods aim to 

help the machines discover and improve their ‘own algorithms’ [4]. With the rapid de-

velopment of artificial intelligence, machine learning has already been widely used in 

almost every aspect. 
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It is not surprising that in the last few years machine learning has also been merged 

with computer graphics. Companies like Nvidia and AMD have already developed sev-

eral computer graphics techniques that use machine learning and have shown magnifi-

cent results with both improvements in performance and quality, which prove the use 

and the meaning of machine learning in computer graphics without doubts. This would 

encourage more and more people to explore the chemical reactions between these two 

charming subjects in the future.  

Currently, the research on the applications and limitations of machine learning in 

computer graphics is still not comprehensive and needs to be further discussed. This 

paper’s main content will be laid out by summarizing and pointing out some symbolic 

examples for both applications and limitations, aiming to give a clearer view and ex-

amination of the present situation of this topic. The application part will include all 

three core parts of computer graphics – modelling, rendering and animation. On the 

other hand, the limitations will mainly be introduced from two angles. 

2 Applications 

The fusion of machine learning and computer graphics has significantly impacted var-

ious domains, encompassing rendering, modelling, and animation. This section deline-

ates the machine learning applications within anti-aliasing, ambient occlusion, 3D 

model generation, and motion capture. 

2.1 Anti-Aliasing 

The traditional offline anti-aliasing methods, such as supersampling, require a high 

level of computing power that could result in limited performance in interactive appli-

cations [5]. The Temporal Anti-Aliasing (TAA) method is widely used in real-time 

renderers and game engines. It shows an impressive performance in efficiency as it 

serves for real-time rendering, however, as a blur filter is applied during the process, 

some fine details would be removed and causing the final image to seem hazy and 

leading to a relatively low quality [6]. 

Deep learning has been applied to try to solve these drawbacks. By training a con-

volutional neural network, the network could generate the sequence of samples with 

about 16 times the number of samples rendered in the original sequence [5]. The con-

volutional neural network could share the computing stress in supersampling, to gener-

ate images with higher quality in real-time rendering. In particular, the Deep learning 

anti-aliasing (DLAA), which is created by Nvidia is a great example of the application 

of machine learning in the anti-aliasing aspect. Compared to TAA, although both are 

spatial anti-aliasing methods which means they require the data of past frames and both 

fit the real-time rendering, DLAA represents a higher level of ability in resolving details 

and so the final image quality is also much better than TAA [7, 8]. 

Like DLAA but may be more famous, Deep Learning Super Sampling (DLSS) is 

one of the most popular anti-aliasing techniques in the game industry. It is also created 

by Nvidia and the first version DLSS 1.0 was released in February 2019. DLSS and 
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DLAA share the same machine learning-aided anti-aliasing method while DLSS con-

sists of an upscaling function that could improve the performance, DLAA doesn’t have 

any upscaling or downscaling functionality but just focus on the visual quality produced 

by anti-aliasing. 

2.2 Ambient Occlusion 

In the 3D Computer Graphics aspect, ambient occlusion is referred to as a technique 

that calculates the extent of how each point in a scene is exposed to ambient lighting. 

It plays an essential role in real-time rendering as it makes the image more realistic. 

Screen Space Ambient Occlusion (SSAO) is one of the most popular methods for cal-

culating occlusions. 

Inevitably, in a highly sophisticated scene, the ambient occlusion often makes mis-

takes and results in ignoring some details [9]. As a result, in the past several years, 

much research on using machine learning to help improve ambient occlusion algo-

rithms has been raised. 

Many methods in the machine learning aspect have been tried to be applied to the am-

bient occlusion algorithm. Neural Network Ambient Occlusion (NNAO) is one exam-

ple. By using a neural network to learn the SSAO algorithm, it could minimise the 

errors that a normal SSAO algorithm would produce, with the use of several cost func-

tions [10]. The researchers compared the NNAO with other ambient occlusion methods 

that are SSAO, SSAO+ and Horizon Based Ambient Occlusion (HBAO) and the result 

showed that NNAO produced a much lower level of error numbers and a generally good 

runtime performance with a slightly lower performance in low sample count scenario 

but better performance in high sample count scenario [10]. Another application in re-

search is AOGAN, which is an SSAO algorithm uses the Generative Adversarial Net-

work (GAN), the result also presented an improvement in quality with no significant 

increase in cost for running time to achieve real-time performance [9]. Nonetheless, 

this study faces a common constraint seen in all screen-space solutions, whereby the G-

buffers lack complete scene information, potentially leading to artefacts at screen 

boundaries or in culled scenes [9]. In general, both NNAO and AOGAN showed a great 

performance in improving the accuracy and runtime. 

2.3 3D Model Generation 

The traditional way of 3D modelling manually could be time-consuming, and impossi-

ble in a large-scale scenario that involves too many objects. For the latter, the Perlin 

Noise function developed by Ken Perlin became one of the most important functions 

used in procedural generation. The procedural generation is commonly used for creat-

ing enormous scenarios such as a city, terrain and even a whole planet that require 

randomness in appearance and contain massive objects. Recently, machine learning has 

also been combined with it. After capturing the images of landscapes by using un-

manned aerial vehicles (UAVs) or satellites, the GAN model could be applied to learn 

a large amount of real-world terrain and environment information [11]. This could help 
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the final model contain the similarity of some real-world scenarios to make the envi-

ronment created more realistic. 

Except for procedural generation, traditional 3D modelling is also facing a revolu-

tion. In the computer graphics industry, the modelling process usually requires experi-

enced staff and highly detailed design graphs. Especially when the high-precision 

model is required. In the past few years, the machine learning method has made the 

modelling much simpler - by only using a single 2D image, a 3D model could be gen-

erated. Furthermore, some text-based model generation applications are also invented, 

high-quality models can be created by typing in sentences that include the key features 

that the user desired, one example is the Imagine 3D produced by Luma AI. The inven-

tion of text-based model generation means the users not only have no need to know the 

modelling knowledge but also do not have to prepare a 2D image in advance. By only 

using a keyboard to type in what they have in mind, the model with precise require-

ments can be generated. Some screenshots of models generated on the Imagine 3D 

website are represented as examples. (Fig.1 and Fig.2) Compared to the traditional way 

of modelling, these methods could be easier and more friendly for users without mod-

elling knowledge and useful for personal or small projects. However, for large projects, 

the precision of these models may not fit complicated requirements. 

 

Fig. 1. Model generated by the text “a single colorful expensive koi fish”, on Luma AI, Imagine 

3D [12] 

 
Fig. 2. Model generated by the text “a huge Egyptian statue with a lion head”, on Luma AI, Im-

agine 3D [13] 

2.4 Motion Capture 

Motion Capture is a process of tracking and recording the movement of people or ob-

jects. It is a technique that has been widely used in the movie, game, and other multi-

media industries, even in the military, sports, and medical aspects. Compared to tradi-

tional means of creating animations for models, motion capture could provide a real-

time sequence of movements with low latency. This can reduce the costs of keyframe-
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based animation in entertainment applications [14]. Motion Capture is an important part 

of the animation part of computer graphics and a cross-field of computer vision and 

computer graphics. Machine learning methods are commonly used for pose estimation, 

as an important part of motion capture and computer vision. Motion capture requires 

support from expensive motion capture devices, machine learning could make the mo-

tion capture markerless. 

Except for lowering the cost, machine learning could also help the motion capture 

to be more accurate and efficient. Through learning the dataset of existing motion cap-

ture data, machine learning models could successfully predict the movement of the sub-

ject according to the input data. This would not only speed up the process but also 

improve the quality of captured movements, preventing the affection of unexpected 

motion to some extent. Upon this, motion capture animation could be generated totally 

without hardware or motion data. The researchers from Nvidia proposed a new frame-

work for training motion synthesis models by pose estimation from raw video and the 

result demonstrated impressive performance improvement in both pose estimation and 

motion synthesis results [15]. 

3 Limitations 

Although the application of machine learning in computer graphics showed significant 

potential and advantages, limitations still exist for now. Two symbolic examples will 

be discussed as follows. 

3.1 Requirements and costs for label marking 

Supervised learning in machine learning necessitates the annotation of datasets to pro-

vide accurate labels for classification purposes. However, the field of computer 

graphics demands copious amounts of images and intricate datasets, which can pose 

challenges for proper annotation. The acquisition of high-quality labelled data becomes 

imperative for the generation of superior outcomes. At this juncture, the process of data 

annotation can be time-consuming, presenting a concern as machine learning endeavors 

to enhance the efficiency of computer graphics algorithms. 

Furthermore, the task of accurately annotating labels typically requires the expertise 

of professionals well-versed in the nuances of such actions. Presently, certain compa-

nies offering label annotation services enlist non-specialized personnel. Although out-

sourcing the label annotation task to these enterprises may reduce time-related costs to 

some extent, the resultant quality of the annotated dataset remains a formidable issue. 

This, in turn, can yield disappointing final results in the generated images. 

3.2 Inflexibility and lack of creativity 

Machine learning is a data-driven discipline, wherein any generated outcome is rooted 

in the dataset from which it is learned. This became a well-recognized issue in the con-

text of machine learning, highlighting its lack of genuine creativity. While the study of 
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AI strives to imbue machines with human-like thinking, a current challenge remains 

unaddressed: data-driven models possess the capability to generalize proficiently, yet 

they falter when attempting to reliably extrapolate beyond the confines of the data and 

prior information [16]. 

When applied to the realm of computer graphics, this predicament assumes critical 

importance, particularly in certain scenarios. Computer graphics necessitates creativity, 

especially in artistic contexts. While certain issues, such as the previously mentioned 

anti-aliasing problem, may not demand extensive creative input, matters like rendering 

style generation are substantially impacted. Rendering styles demand specificity and 

adaptability, often entailing the conveyance of emotions sought by the creator. Machine 

learning can solely generate outcomes rooted in the dataset, although it may assist by 

training models on datasets with specific styles. However, it's important to note that AI-

generated works currently lack the ability to convey emotions akin to humans, as emo-

tions remain beyond the scope of AI. Furthermore, the inherent inflexibility of machine 

learning methods becomes evident when stylistic requisites evolve. Altering the style 

prompts these models to undergo relearning from a new dataset, a process consuming 

considerable time. In contrast, human artists can swiftly adapt styles through parameter 

adjustments. Moreover, in extreme cases where the required style is exceedingly rare 

and insufficient data is available for model training, machine learning methodologies 

might even prove entirely futile. 

4 Conclusions 

This paper focuses on the application and certain limitations of machine learning in the 

field of computer graphics through illustrative examples. Including DLSS and DLAA 

in anti-aliasing, NNAO and AOGAN in ambient occlusion, machine learning in proce-

dural generation, image-based and text-based model generation and motion capture. 

The limitation part presented the defects of machine learning methods in label marking, 

flexibility, and creativity. Undoubtedly, the fusion of machine learning with computer 

graphics has garnered widespread attention and adoption in both academia and indus-

try. Overall, the integration of machine learning has ushered in a new era in computer 

graphics, exerting a profound influence on the future trends of this field. It not only 

enhances the efficiency of practitioners and reduces certain development costs but also 

optimizes performance while improving image quality and accuracy, providing a com-

prehensive problem-solving approach. 

However, whether in the context of applying machine learning to computer graphics 

or in the broader domain of machine learning and AI, limitations and bottlenecks per-

sist. An overreliance on machine learning without careful consideration can lead to 

negative consequences. Traditional computer graphics and machine learning-assisted 

computer graphics should complement each other, drawing mutual inspiration. De-

pending on the situation, the appropriate approach should be chosen to achieve the most 

satisfactory outcomes. The synergy between computer graphics and machine learning 

will foster increased communication between these two domains. As both fields con-

tinue to evolve, the future holds boundless possibilities. 
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