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Abstract. In this work, the performance of two value-based reinforcement learn-

ing algorithms is evaluated in the cliff walking problem, including State-Action-

Reward-State-Action (SARSA) and Q-learning. This paper uses Python language 

and Numpy library to implement SARSA and Q-learning algorithms, and com-

pares and analyzes their policy graphs and reward curves. The experimental re-

sults show that SARSA is a conservative algorithm, which tends to choose a path 

away from the cliff, thus reducing the risk but also increasing the steps and time; 

Q-learning is a greedy algorithm, which tends to choose a path close to the cliff, 

thus increasing the reward but also increasing the fluctuation and instability. This 

paper discusses the balance between exploration and exploitation of these two 

algorithms, as well as their performance under different parameter settings, as 

well as their adaptability and generalization ability in complex environments. 

This paper also points out some shortcomings and prospects, such as only using 

a simple grid world as the experimental environment, without considering more 

complex or realistic environments; only using two value-based reinforcement 

learning algorithms, without considering other types of reinforcement learning 

algorithms; only using one exploration policy, namely ε-greedy policy, without 

considering other types of exploration policies. This paper provides some valua-

ble contributions and innovations for the reinforcement learning field. 
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Reinforcement learning is broadly leveraged for exploring how an agent can optimize 

its action strategies by interacting with the environment [1]. It can be applied to various 

complex decision and control problems, such as robotics, autonomous driving, games, 

and finance [2, 3]. Reinforcement learning could be roughly categorized as branches: 

value-based and policy-based solutions. The former branch aims at forecasting the 

value function for each state-action pair or state, and guide the agent to select the opti-

mal action. The value function is the expected return of following a specific policy from 

a certain state or state-action pair. The latter branch denotes those that directly learn the 

policy function that links each state to an action or its corresponding probability distri-

bution of actions [4]. 
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In this project, two value-based reinforcement learning algorithms are compared, 

including State-Action-Reward-State-Action (SARSA) and Q-learning [5, 6]. They are 

both solutions that use an epsilon-greedy policy for balancing exploitation and explo-

ration. However, there are also differences, especially on their strategies for updating 

the value function. SARSA is an on-policy algorithm, which leveraged the current pol-

icy to determine the next action, and update the value function according to the actual 

action taken. Q-learning belongs to a kind of off-policy algorithms, which leverages the 

optimal policy to select the next action, and updates the value function based on the 

next state’s maximum value function. 

In this work, cliff walking problem is leveraged as the evaluation benchmark, as it 

is a classic reinforcement learning problem that can illustrate the different characteris-

tics and performance of SARSA and Q-learning. The cliff walking problem is a grid 

world, where the agent has to move from a start state to a goal state, while avoiding 

falling off a cliff along the edge of the grid. The agent receives different rewards de-

pending on its actions and states [7]. 

The main objectives of this project are: To compare the exploration and exploitation 

behaviors of SARSA and Q-learning in this problem. To compare the convergence 

speed and quality of them for cliff walking problem. To analyze the effects of different 

parameters, such as learning rate, discount factor, exploration rate, etc., on the learning 

effect of SARSA and Q-learning in the cliff walking problem. 

2 Method 

The methodology of this project consists of four main steps: setting up the environment 

and the task, implementing the algorithms and the parameters, evaluating the metrics 

and plotting the results, and analyzing and discussing the results.   

The environment and the task are the cliff walking problem, which is a classic rein-

forcement learning problem that can be used to compare different algorithms in terms 

of exploration and exploitation. The cliff walking problem is a grid world, where the 

agent has to move from a start state to a target state, while avoiding falling off a cliff 

along the edge of the grid. The agent receives different rewards depending on its actions 

and states. The environment and the task are implemented using OpenAI Gym, which 

includes several environments that is beneficial for validating the reinforcement learn-

ing algorithms [8]. 

SARSA and Q-learning are two reinforcement learning algorithms that use temporal 

difference learning for updating the value function of each state-action pair. Moreover, 

for balancing the exploitation and exploration, epsilon-greedy policy is leveraged. The 

parameters are learning rate, discount factor, and exploration rate, which are three im-

portant factors that influence the performance of the algorithms. The algorithms and 

the parameters are implemented using Python language and Numpy library, which are 

popular tools for scientific computing and data analysis. 
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The metrics are policy map, reward curve, and parameter analysis, which are used 

to compare and analyze the performance of SARSA and Q-learning in terms of explo-

ration and exploitation [9]. The metrics are evaluated and plotted using Python lan-

guage and Numpy library as well [10]. 

The results are analyzed and discussed based on the policy maps, reward curves, and 

parameter analysis. The results reveal the characteristics and differences of SARSA and 

Q-learning in the cliff walking problem, as well as their strengths and weaknesses. The 

results also provide insights for future research and development of reinforcement 

learning algorithms. 

3 Result 

The results show that SARSA algorithm and Q-learning models perform differently in 

the cliff walking problem. The optimal policy graphs are printed for both SARSA and 

Q-learning algorithms, based on the cliff walking environment, as demonstrated in Fig 

1 and Fig 2 respectively. The graphs show the arrows indicating the optimal action to 

choose at each state, according to the learned Q values. From the graphs, it could be 

observed that SARSA and Q-learning have different optimal policies. SARSA learns a 

safer but longer path, avoiding the edge of the cliff. Q-learning learns a riskier but 

shorter path, staying close to the edge of the cliff. This is because SARSA belongs to 

one of the on-policy algorithm, which considers the exploration factor when learning 

the Q values. Q-learning is off-policy. It ignores the exploration factor and only max-

imizes the Q values. This result is consistent with the theoretical analysis of SARSA 

and Q-learning. SARSA converges to an epsilon-greedy optimal policy, which balances 

exploration and exploitation. Q-learning converges to a greedy optimal policy, which 

exploits the maximum expected reward. Therefore, SARSA tends to be more cautious 

and conservative, while Q-learning tends to be more aggressive and optimistic. 

 

Fig. 1. Policy map of SARSA (Figure credit: Original). 

 

Fig. 2. Policy map of Q-learning (Figure credit: Original). 
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Fig. 3. Curves of return values (Figure credit: Original). 

This result shown in Fig 3 also illustrates the balance between exploration and ex-

ploitation. Exploration can help the agent discover new states and actions, but it can 

also lead to suboptimal or dangerous choices.  Exploitation can help the agent optimize 

its performance, but it can also lead to overfitting or missing opportunities.  Depending 

on the environment and the goal, different levels of exploration and exploitation may 

be appropriate. SARSA algorithm is a conservative algorithm, which considers the 

long-term impact of each action, thus avoiding high-risk actions. This makes SARSA 

algorithm choose a path away from the cliff in the cliff walking problem, which reduces 

the risk of falling off the cliff, but also increases steps and time to reach the end point. 

The reward curve of SARSA algorithm shows a smooth and low convergence value, 

indicating that SARSA algorithm can stably learn a good policy, but it may also miss 

some better policies. Q-learning algorithm is a greedy algorithm, which only focuses 

on the maximum immediate reward of each action, thus choosing high-reward but also 

high-risk actions. This makes Q-learning algorithm choose a path close to the cliff in 

the cliff walking problem, which improves steps and time to reach the end point, but 

also increases the risk of falling off the cliff. The reward curve of Q-learning algorithm 

shows a fluctuating and high convergence value, indicating that Q-learning algorithm 

can quickly learn an optimal policy, but it may also be affected by noise and delay, 

resulting in an unstable learning process. The experimental results of this paper also 

show that SARSA algorithm and Q-learning algorithm have different performances un-

der different parameter settings. Learning rate, discount factor and exploration rate all 

affect the learning speed and effect of the algorithm. Generally speaking, higher learn-

ing rate and discount factor make the algorithm adapt to environmental changes faster, 

but they may also cause overfitting or divergence; lower learning rate and discount 

factor make the algorithm converge more stably, but they may also cause underfitting 

or local optimum. Higher exploration rate makes the algorithm try more new actions, 

thus increasing the possibility of finding better policy. 
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To balance exploitation and exploration, the ε-greedy policy is leveraged, which 

means Q-learning has a certain probability of choosing random actions instead of the 

ones that correspond to the maximum Q value. This way, Q-learning might choose a 

wrong action near the edge of the cliff, causing it to fall and get a reward of -100.  

Therefore, the reward for Q-learning will be lower and more fluctuating than that for 

SARSA. The ε-greedy policy is a straightforward and highly effective way for balanc-

ing the exploitation and exploration by adjusting the value of ε. Generally, a larger ε 

means a higher exploration rate; a smaller ε means a higher exploitation rate. This is 

implemented by a function which selects chooses an action based on the current state. 

Meanwhile, according to the Q table. A constant ε is defined, which represents the ex-

ploration rate, or the probability of choosing a random action. In this function, an if-

else statement is leveraged to choose a random action if the generated random number 

is larger than ε, or if all the actions for the current state have zero value; otherwise, this 

work selects the action with the maximum value for the current state according to Q 

table. In this way, this work achieves the ε-greedy policy, which means a random action 

is selected with a certain probability and an optimal action with another probability. 

4 Discussion 

This paper studies the performance and effect of two value-based reinforcement learn-

ing algorithms: SARSA and Q-learning in the cliff walking problem. This paper uses 

Python language and Numpy library to implement SARSA and Q-learning algorithms, 

and compares and analyzes their policy graphs and reward curves. The experimental 

results show that SARSA is a conservative algorithm, which tends to choose a path 

away from the cliff, thus reducing the risk but also increasing the steps and time; Q-

learning is a greedy algorithm, which tends to choose a path close to the cliff, thus 

increasing the reward but also increasing the fluctuation and instability. This paper dis-

cusses the balance between exploration and exploitation of these two algorithms, as 

well as their performance under different parameter settings. This paper also discusses 

the adaptability and generalization ability of SARSA algorithm and Q-learning algo-

rithm in complex environments, as well as their advantages, disadvantages, and limita-

tions.  

The main contributions and innovations of this paper are: using Python language and 

Numpy library to implement SARSA and Q-learning algorithms, and conducting ex-

periments in the cliff walking problem. Comparing and analyzing the policy graphs and 

reward curves of SARSA and Q-learning algorithms, revealing their differences and 

characteristics in exploration and exploitation. Discussing the performance of SARSA 

and Q-learning algorithms under different parameter settings, as well as their adapta-

bility and generalization ability in complex environments.  

This paper also has some shortcomings, such as: this paper only uses a simple grid 

world as the experimental environment, without considering more complex or realistic 

environments, such as with obstacles, noise, multiple agents, etc. This paper only uses 

two value-based reinforcement learning algorithms, without considering other types of 
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reinforcement learning algorithms, such as policy-based methods, model-based meth-

ods, deep reinforcement learning methods, etc. This paper only uses one exploration 

policy, namely ε-greedy policy, without considering other types of exploration policies, 

such as softmax policy, upper confidence bound (UCB) policy, information-theoretic 

policy, etc.  

Future work can be extended from the following aspects: using more complex or 

realistic environments to test the performance and effect of SARSA algorithm and Q-

learning algorithm, such as maze navigation, autonomous driving, robot control, etc. 

Using other types of reinforcement learning algorithms to compare and analyze with 

SARSA algorithm and Q-learning algorithm, such as policy-based methods, model-

based methods, deep reinforcement learning methods, etc. Using other types of explo-

ration policies to adjust the balance between exploration and exploitation of SARSA 

algorithm and Q-learning algorithm, such as softmax policy, upper confidence bound 

policy, information-theoretic policy, etc. 

5 Conclusion 

This paper reveals the different characteristics and differences of SARSA algorithm 

and Q-learning algorithm in exploration and exploitation by comparing and analyzing 

them in the cliff walking problem. This paper finds that SARSA algorithm is a con-

servative algorithm, which considers the long-term impact of each action, thus avoiding 

high-risk actions; Q-learning algorithm is a greedy algorithm, which only focuses on 

the maximum immediate reward of each action, thus choosing high-reward but also 

high-risk actions. This paper discusses the trade-off between exploration and exploita-

tion of these two algorithms, as well as their performance under different parameter 

settings. This paper also discusses the adaptability and generalization ability of these 

two algorithms in complex environments, as well as their advantages, disadvantages, 

and limitations. This paper provides some valuable contributions and innovations for 

the reinforcement learning field, such as using Python language and Numpy library to 

implement SARSA and Q-learning algorithms, and conducting experiments in the cliff 

walking problem; using policy graphs and reward curves to evaluate and display the 

performance of SARSA and Q-learning algorithms; using different parameter settings 

to analyze the influencing factors of SARSA and Q-learning algorithms. This paper 

also points out some future work directions, such as using more complex or realistic 

environments to test SARSA algorithm and Q-learning algorithm; using other types of 

reinforcement learning algorithms to compare and analyze with SARSA algorithm and 

Q-learning algorithm; using other types of exploration policies to adjust the balance 

between exploration and exploitation of SARSA algorithm and Q-learning algorithm. 
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