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Abstract. With the rapid development of sensor technology and machine
learning, the performance and function of robots have been continuously
improved, and then they have been applied in many fields. In the research of
tracking robots, computer vision technology can be used to identify and track
objects, helping robots achieve accurate positioning and tracking. This paper
makes a comprehensive analysis of the target tracking technology of mobile
robot based on computer vision. Firstly, this paper discusses the background,
working principle, and research status of robot target tracking technology based
on computer vision. Secondly, the principle and application of visual sensors
applied to target tracking are summarized, including monocular vision,
multi-vision, and RGB-D. Finally, the local path tracking method of robot is
summarized, which mainly introduces the working principle and research status
of artificial potential field algorithm, reinforcement learning algorithm and
dynamic window algorithm. The authors believe that computer vision tracking
is an evolving field that continues to advance artificial intelligence through
different methods and technologies. Future research will continue to explore
more accurate methods, multi-modal information fusion, and cross-innovation
with other fields, opening up broader possibilities for the application of
computer vision.
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1 Introduction

Since the last century, robotics has gradually penetrated into industrial production and
daily life. With the rapid development of sensor technology, computer vision, and
machine learning, the performance and functionality of robots have continuously
improved, and their applications are no longer limited to industrial automation.
Currently, service-oriented robots are gradually becoming a major trend in the
robotics industry. Following robots are a type of service robot that is used to track
specific moving targets and can automatically complete continuous tracking of the
target. Today, this type of robot is mainly used to provide assistance to special groups
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(such as elderly people and disabled people), unmanned logistics handling, and
military transportation.

Tracking robots need to acquire and process information about object position and
dynamics. Sensor technology is the key to achieving this goal. With the progress of
sensor technology, such as cameras, infrared sensors, and laser radars, which can
provide more accurate and high-resolution data, they provide a better foundation for
the research of tracking robots. In the research of tracking robots, computer vision
technology is used to recognize and track objects, helping robots achieve accurate
positioning and tracking. In addition, the research on tracking robots is also driven by
the demand for automation, intelligence, and personalized services. With social
development and technological progress, people's demand for more efficient, precise,
and convenient services is constantly increasing, and tracking robots, as one of the
technical means to achieve this goal, have received widespread attention and research.

Therefore, this paper provides a comprehensive overview and analysis of mobile
robot target tracking technology based on computer vision. The overall structure of
this paper is as follows. Chapter 2 describes the applications and current status of
computer vision. Chapter 3 classifies and compares robot tracking system controls.
Chapter 4 points out the limitations and challenges of visual perception technology.

2 Target Tracking Based on Computer Vision

2.1  Technical Background

Computer vision, as an important branch of artificial intelligence, aims to enable
computer systems to mimic human visual systems and achieve understanding and
analysis of image and video data. The essence of numerous technologies, including
image processing, pattern recognition, machine learning, and deep learning, has been
distilled in the development of this field. This convergence has provided robust
support for the implementation of practical applications across various domains. In
computer vision, object detection, and object tracking techniques are key to achieving
robot target tracking. Object detection can help robots identify different types of
targets in images and determine their position. Object tracking enables robots to
continuously track the motion and changes of target objects in a continuous image
sequence.

The early stages of computer vision focused on the processing of digital images
and the task of extracting meaningful features from images. Image processing aims to
improve the quality of images, enhance target information in images, and reduce
noise in images through various algorithms and technologies. It provides a clear
image foundation for subsequent image analysis and pattern recognition tasks. Feature
extraction is a key step in image analysis, which can extract key information from the
image for higher-level analysis. The classic feature extraction methods include edge
detection, corner detection, and texture feature extraction. With the development of
image processing and feature extraction, object detection and object tracking have
become important tasks in the field of computer vision, object detection aims to locate
and identify different types of targets in the image, covering from region-based
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methods to anchor-based methods, object tracking technology requires the system to
continuously track the position and status of objects in continuous images or videos,
and is applied in fields such as autonomous driving and video surveillance [1].
However, with the rise of deep learning, feature learning has become more
automated and intelligent, Convolutional neural networks (CNN) and other deep
learning models can automatically learn features in images through hierarchical
convolution and pooling operations, which greatly improves the performance of
image analysis. In robot target tracking, by using deep learning models such as CNN,
the robot can automatically learn the features in the image, so as to achieve more
accurate and robust target detection and object tracking. The deep learning model can
be trained through a large number of image data to learn the feature representation of
different target objects, so as to improve the performance of robot target tracking [2].

2.2 Working Principle

Computer vision is a technology that aims to realize computer system simulation of
human visual ability. Its working principle covers a series of key steps, from data
acquisition to final result interpretation and application. First, we need to use the
target detection algorithm to locate the object of interest in the image. Traditional
target detection methods include feature-based methods (such as Haar feature and hog
feature) and machine learning methods (such as support vector machine and random
forest), while modern deep learning methods( such as CNN). By using the trained
target detection model, we can find the target object in the image and determine its
position. Once the target object is detected, the next step is feature extraction. The
purpose of feature extraction is to extract representative features from the local area of
the target object or the whole image. Traditional feature extraction methods include
edge detection, corner detection, color histogram, and so on. In deep learning, CNN
can be used to automatically learn the feature representation in images. On the basis
of target detection and feature extraction, the target tracking algorithm will track the
position and state of the target object in the video sequence through the comparison
and matching between successive frames. Common target tracking algorithms include
correlation filter-based methods (such as traditional Kalman filter and particle filter)
and deep learning-based methods (such as Siamese network and recurrent neural
network). These algorithms update the position information of the target by
calculating the similarity or feature matching degree between the target object and the
surrounding area. Some challenges need to be considered in target tracking, such as
robustness in the case of target occlusion, illumination change, angle of view change,
etc. [3].

2.3 Research Status

2.3.1 Method Based on Optical Flow

Optical flow is an important concept in the field of computer vision, which is used to
describe the motion mode of pixels in the image between consecutive frames. Optical
flow-based methods are widely used in target tracking, motion estimation, behavior
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analysis, and other fields, by capturing the motion information in the image, it
provides key visual information for various applications. The basic principle of
optical flow assumes of brightness invariance, that is, the brightness of pixels of the
same object remains unchanged between different frames. The method of optical flow
calculation covers the technology based on region, dense optical flow, and feature
points, which is used to estimate the motion vector of pixels. In practical applications,
the method based on optical flow plays an important role. In target tracking, optical
flow helps the system identify and track the trajectory of moving targets, it provides
support for video surveillance and automatic driving. It can be used to track feature
points in an image, such as corner points or edge points. By finding the corresponding
feature points in adjacent frames and calculating their motion vectors. It can track the
position and motion state of the target object. In addition to tracking discrete feature
points, the optical flow method can also be applied to the estimation of dense optical
flow, that is, calculating the motion vector for each pixel in the image. By calculating
the brightness change between adjacent frames, the motion information of each pixel
in the whole image can be obtained, this can be used to track the trajectory and shape
changes of the target object more accurately. The optical flow method can also be
combined with other image segmentation techniques, such as the segmentation
algorithm based on color or texture. By estimating the motion vector of pixels, the
pixels belonging to the same target object can be clustered, to extract the contour or
region of the target and realize the segmentation and tracking of the target [4].

2.3.2 Method Based on ROI

Region of interest(ROI) method is a vital concept in the area of computer vision. It
can achieve more accurate analysis and information extraction by selecting a specific
image or video region. This method has been widely used in target detection, image
segmentation, face recognition, and other fields. The core of ROI based method is
focusing. By selecting the region of interest, it can reduce the computational cost,
improve the efficiency, and help to extract the key information about the task from the
image. These areas can be determined by manual annotation, automatic detection, etc.
ROI-based methods play an important role in many fields of computer vision. In
target localization, ROI can help locate the position of the target object in the image.
By specifying a rectangular bounding box containing the target as ROI in advance,
the target area can be separated from the background area, and attention can be
focused on the target. In this way, in the subsequent target tracking task, only motion
estimation and position update are needed within the ROI, which reduces the amount
of calculation and improves the tracking efficiency. When ROI is used for target
recognition and classification, target detection or image segmentation techniques can
be used to automatically determine ROI before target tracking begins. Then, the
image in ROI is extracted, and the target is recognized and classified by classifier or
deep learning model. This enables the target tracking system to adopt different
tracking strategies according to different categories of targets and improve the
accuracy and robustness of tracking. In some scenes where the shape of the target
needs to be tracked, ROI can be used to limit the specific area of the target. By
combining ROI with the shape model of the target, the shape change of the target can
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be better captured, and the tracking algorithm can be optimized. For example, in face
tracking, by defining ROI to constrain the face region, we can realize the tracking of
facial expression and posture [5].

3 Robot Tracking Control

3.1 Vision-Based Perception Technology

Environment perception is one of the most important functions of autonomous robot
control. Environmental perception performance, such as accuracy, ability to resist
changes in light, shadow and noise, and adaptability to complex road environments
and severe weather, directly affects the performance of the technology. The use of
vision sensors helps with object detection and image processing by analyzing
obstacles and traversable areas to ensure the mobile robot reaches its destination
safely. Compared with other sensors, visual images contain a large amount of
information, including not only information about the distance of objects, but also
information about color, texture, and depth. According to the working principle of the
camera, visual sensors can be divided into three categories: monocular, multi-camera
and RGB-D cameras. Monocular cameras have only one camera, while multi-camera
cameras have multiple cameras. A more sophisticated vision sensor is RGB-D, which
not only captures color images but also reads the distance between each pixel and the
camera for many types of cameras. In addition, by combining vision sensors with
machine learning, deep learning and other artificial intelligence, better detection
results can be achieved [6].

3.1.1 Monocular Vision

As for the depth estimation of monocular vision, Firstly, the input image is
preprocessed, and then the object features in the image are matched to identify.
Finally, the distance is estimated according to the size of the target in the database.
The monocular camera has the advantages of low computing resource requirements,
relatively simple system structure, fast detection speed, and low cost. However, in the
recognition and estimation stages, it is necessary to compare with the established
sample database. Therefore, monocular vision does not have a self-learning function,
so the perception results are limited by the database. Therefore, unlabeled targets are
usually ignored, giving rise to the problem that unusual targets cannot be identified.
For monocular depth estimation applied to autonomous driving, the main targets are
vehicles and pedestrians, so geometric relation method, data regression modeling
method and inverse perspective mapping can be used. In addition, the Structure Form
Motion (SFM) ranging can be realized by combining the motion information of the
vehicle. At present, the road condition judgment applied to automatic driving is
mainly based on monocular visual perception.

3.1.2Multi-Vision
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Binocular depth estimation depends on the parallax generated by two cameras
arranged in parallel. Parallax refers to the horizontal distance between the projection
points of the same object in two images, which is inversely proportional to the
distance from the object to the camera. According to the formula Z=(b - f)/d, the depth
information is obtained by finding the point of the same object and performing
accurate triangulation, where Z is the depth information, b is the baseline ( i.e. the
distance between two optical centers ), f is the focal length, and d is the parallax.
Binocular vision perception can reconstruct the 3D information of the environment in
the case of a public view, which is less dependent on pattern recognition and does not
require a lot of data learning. As long as a stable key point on the target is obtained,
depth estimation can be performed. However, binocular vision perception also has the
following disadvantages. First, if the visual sensor is difficult to obtain the key points
in a specific case, the distance measurement will fail. Therefore, there are certain
requirements for the texture of the target. Second, the binocular vision system has
very high requirements for the calibration between cameras. It requires a very
accurate online calibration function.

The principle of operation of the three-eye camera is equivalent to the use of two
stereos placed in the same direction and distance. three cameras capture their own
images from different angles, and then use the stereo vision matching algorithm to get
depth information. By combining three monocular cameras with different focal
lengths, the field of view for each camera is different. The three cameras are
front-view narrow camera, front-view main camera, and front-view wide field
camera. For the camera, the sensitivity will either lose the field of view or lose the
distance. The three-eye camera can solve the perception problem better by ordering
the three cameras do their own jobs, so they are widely used in the industry. The
advantage of the three-eye vision system is to make full use of the information of the
third camera, reduce the error matching, solve the ambiguity of the binocular vision
system matching, and improve the positioning accuracy. However, the trinocular
vision system needs to reasonably place the relative positions of the three cameras,
and its structural configuration is more cumbersome than the binocular vision system.
Secondly, it is necessary to calibrate and correlate the data of the three cameras at the
same time, which is higher, more time-consuming and less real-time.

3.1.3 RGB-D

RGB-D cameras usually contains a color camera, an infrared emitter camera, and an
infrared receiver camera so that RGB-D can actively measure the depth of each pixel.
In addition, 3D reconstruction based on RGB-D sensors is cost-effective and accurate.
This makes up for the computational complexity and lack of guaranteed accuracy of
monocular and multi-view vision.

RGB-D cameras are divided into two groups. One is lighting systems, such as
Kinect vl and iphone X. The lighting system is designed to solve the problem of
binocular contrast and sensitivity to ambient lighting. It is infrared light, so it is
independent of lighting and texture. The principle is to emit a pattern with
characteristics onto the surface of an object using an infrared laser, and record the
pattern changes due to depth differences. Rather than relying on specific elements on
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target objects, the lighting structure allows light to diffuse. Therefore, the feature
content will not change as the scene changes, greatly reducing the difficulty of
matching. Another is the time-of-flight (TOF) method, such as Kinect v2 and Phab 2
Pro. The time-of-flight method emits a pulse of light (usually visible light), reflects it
back from an object, and then receives the light pulse. By analyzing the flight time,
the distance between the measured object and the camera is calculated. TOF
measurement accuracy will not decrease as the measurement distance increases, so it
is suitable for situations where the measurement distance is longer. However, it has
disadvantages such as high-power consumption, low resolution, and poor quality of
depth map.

3.2 Local Path Planning

In complex environments, how to plan a path that can avoid obstacles is the main
challenge for autonomous following research. As a path generation method for mobile
robots from a certain starting point to the target end point, path planning algorithm is
one of the hotspots of robot research and an important part of robot motion control.
Local path planning is to plan an optimal or sub-optimal path without obstacles from
the starting position to the target position in real-time. During the process, data
information is perceived by the sensor in an unknown scene, so that the mobile
following robot can effectively cope with the dynamic complex environment. This
chapter mainly introduces the artificial potential field algorithm, reinforcement
learning algorithm, and dynamic window algorithm.

3.3 Artificial Potential Field

Artificial potential field (APF) refers to the artificial establishment of a virtual force
field, so that the robot is simultaneously repulsive to obstacles and attractive to target
points in the environment. Among them, the gravity is proportional to the distance
from the robot to the target point, and the repulsion is inversely proportional to the
distance from the robot to the obstacle. Under the action of the resultant force, the
robot will go to the next target point. The APF algorithm has the advantages of simple
structure, fast response, smooth planning path, and so on. However, APF still has
many problems. For example, the target point near the obstacle has a small resultant
force, which makes it difficult for the robot to reach and fall into local optimum.
Moreover, it is easy to produce the problem of left and right oscillation when passing
through a narrow path.

Sheng et al. proposed to improve the APF method by considering deformation
factors, so as to achieve effective protection in the complex UAV flight environment
with high speed and large inertia. By obtaining the velocity vector field around the
problem, the direction angle control instructions can be obtained, thereby realizing the
avoidance of rapid disturbances. Priyanka Sudhakara et al. proposed Enhanced
Artificial Potential Field (E-APF) to solve problems that classical APF cannot adapt
to complex trajectory planning and is easy to fall into local optimal solution[7, 8].
This approach does not take into account the traditional effects of attraction and
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repulsion. The repulsive potential is determined by discretizing the contours of
various types of obstacles and their boundary points using the repulsive force
function.

3.2.2 Reinforcement Learning

Reinforcement learning is a trial-and-error learning of inform, ation interaction
between sensors and the environment, which makes rewards and punishments for the
behavior of mobile robots in different environments, so as to achieve the best by
constantly optimizing the action plan. Reinforcement learning can better cope with
complex dynamic environments, but its learning ability is difficult to improve. When
facing complicated environments, the calculation convergence speed is often slow,
which limits the actual performance of real-time local path planning.

Maw et al. proposed a hybrid path planning algorithm, introducing deep
reinforcement learning for local path planning of autonomous drones. By using
reinforcement learning method for local planning between way-points, it enhanced the
ability of adapting to the environment composed of static and moving obstacles and
realize real-time collision avoidance for the UAV mission planning system. Wang et
al. proposed a learning-based technique using environmental spatiotemporal data
and introduced global guided reinforcement learning (G2RL) [9, 10]. This approach
introduces a new reward model that can be extended anywhere. Therefore,
inefficiencies caused by repeating the path process in the presence of dynamic
obstacles can be avoided.

3.2.3 Dynamic Window Approaches
Dynamic Window Approaches (DWA) is a sub-optimal method based on predictive
control theory, because it can avoid obstacles safely and effectively in unknown
environments. Moreover, it has the characteristics of small amount of calculation,
rapid response, and strong operability. The DWA algorithm mainly includes velocity
sampling, trajectory prediction (estimation), and trajectory evaluation. Firstly, the
robot speed samples are collected by the mathematical model of the robot, and the
motion trajectory generated within a period of time at the sample speed is predicted
and simulated. Then, the standard evaluation of these motion trajectories is performed
to select a set of optimal trajectories. Finally, the robot will move according to the
optimal trajectory. DWA method transforms the position change into linear velocity
and angular velocity control, and transforms the obstacle avoidance problem into a
motion constraint problem in space. In this way, the local optimal path can be selected
through motion constraints. At present, although some achievements have been made
in the research of DWA algorithm, there are still the following problems: In complex
environment, it is difficult for robots to plan the optimal path in dense obstacle areas
by using traditional DWA algorithm. The obtained trajectory is also not smooth,
resulting in too long obstacle avoidance time.

Zhang et al. proposed a local path planning method based on improved DWA,
aiming to deal with the problems that the robot cannot adapt to complicated
environment quickly and the path is sometimes unstable using traditional DWA [11].
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They converted the evaluation stuff form the angle difference to the distance to the
target so that unsuitable path due to vibration can be avoided. It allows the USV to
find an efficient and stable path in complicated environments. Zeng, D et al. proposed
a multi-module enhanced DWA (MEDWA) algorithm for complex environments with
dense obstacles [12]. It is based on the multi-obstacle coverage model, combined with
Mahalanobis distance, Frobenius norm and covariance matrix in order to improve the
ability of judging obstacles in obstacle-intensive areas.

4 Conclusion

Firstly, this paper explores the technical background, working principle, and research
status of computer vision. In the technical background, it includes the origin,
development, and application fields of computer vision, from image acquisition,
pre-processing, to feature extraction, model training, and result interpretation. In the
research status based on optical flow, the basic principle, application fields,
challenges, and the influence of deep learning are discussed.

Secondly, this paper describes the principles and applications of visual sensors,
including monocular vision, multi-view vision, and RGB-D. Monocular vision has
low cost and simple structure, but it may encounter problems such as the inability to
obtain depth information and uncertain size. Multi-view vision can achieve more
realistic 3D visual effects, but it requires high performance of the computing unit and
is computationally slow. RGB-D can obtain high-resolution depth maps with little
influence from the object's own color, but it is not suitable for dynamic scenes and has
high computational and cost requirements.

Finally, this paper mainly lists the working principles and research status of APF
algorithm, reinforcement learning algorithm, and DWA algorithm for path planning.
The APF algorithm is simple, responsive, and smooth in path planning, but it is prone
to get stuck in local optimization and may cause oscillation in narrow environments or
unreachable targets near obstacles. The reinforcement learning algorithm has strong
planning ability in complex environments, but its learning ability is difficult to
improve, adaptive ability is poor, and convergence speed is slow. The DWA
algorithm is sensitive to the environment, has high real-time performance, and low
computational complexity, but it produces longer planned paths and low path-motion
matching.

Mobile robot target tracking is a comprehensive technology that combines graphics
and image processing, pattern recognition, mechanical electronics, multi-sensor
fusion, machine learning, kinematics, dynamics, and other disciplines. Scholarly
research on target detection and tracking technology has been ongoing for decades
and remains a hot topic in both academic and practical applications. Currently, there
is still significant room for development in autonomous following robot technology to
meet commercial needs, especially for following robot products based on visual
guidance. In summary, computer vision tracking is a constantly developing field that
continues to advance artificial intelligence through different methods and
technologies. Future research will continue to explore more precise methods,
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multi-modal information fusion, as well as cross-disciplinary innovations with other
fields, opening up broader possibilities for the application of computer vision.
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