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Abstract. Coronary heart disease (CAD) is the world's leading cause of death. 

Early detection of this condition is critical. Diagnosis with visual images through 

examination with angiography techniques is the current gold standard. However, 

this technique causes side effects, so it is necessary to carry out alternative 

examinations based on symptoms that do not pose a risk. To increase the accuracy 

of CAD diagnosis based on symptoms, it can use computer assistance via 

machine learning. The aim of this research is to classify CAD or normal patients 

using a machine learning model approach using the Naïve Bayes, XGboost, and 

K-Nearest Neighbor (KNN) algorithms. The dataset used in the experiment is Z-

Alizadeh Sani, which contains 55 features. The experimental results were 

evaluated using the metrics accuracy, IoU, precision, recall, and F1_score. Of the 

three algorithms tested, XGBoost produced the four highest scores regarding the 

metrics accuracy (0.852), IoU (0.824), recall (0.977), and F1_score (0.903), 

which outperformed the other two algorithms. KNN had the highest metric 

precision, with a value of 0.870. Overall, XGBoost remains superior in 

performance. 
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1 Introduction 

Coronary disease is one of the heart diseases that is the main cause of death in the 

world, with an estimated 7.3 million people dying out of the 17.3 million who die due 

to CVD [1]. CAD occurs due to narrowing of the three main coronary blood vessels, 

which include (i) the left circumflex artery (LCX), (ii) the right coronary artery (RCA), 

and (iii) the left anterior descending [LAD] [2, 3, 4, 5]. Narrowing is caused by 

atherosclerotic plaques, for example, mixed atherosclerotic plaques [6, 7], so detection 

and analysis of multi-class atherosclerotic plaques are very important for prevention 

and early examination [8]. 

CAD examination can be carried out by diagnosis through several tests, namely (i) 

angiography, (ii) echocardiogram, (iii) electrocardiogram (ECG), (iv) exercise stress 
test, and (v) electron beam (ultrafast) CT scans [9]. Examination using the  
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angiography method is the gold standard and is trusted by doctors, but this method is
invasive, expensive, and causes side effects such as arrhythmia, arterial dissection,
and even death [1]. So alternative examinations are needed based on symptoms that
do not pose a risk. An examination based on symptoms by a doctor requires an
accurate diagnosis. This can be done with the help of a computer through a machine
learning model approach.

The application of the machine learning model includes several algorithms, namely
SVM, Random Forets, Decision Tree, Naïve Bayes, K-NN, and xGBoost. Among
these models, xGBoost has the highest accuracy, according to several studies. In
research [10], XGBoost is applied in the interpretation and application of post-fault
transient stability status prediction for power systems. Li et al. [11] predicted very
high gene expression values in humans using XGBoost. Hendrawan et al. [12]
compared the XGBoost algorithm with Naïve Bayes to classify local product review
text. Ramraj et al. [13] classify and predict different datasets with XGBoost. Zhang et
al. [14] improved the performance of the xGBoost model for CAD prediction and
feature processing. Budholiya et al. [15] predicted heart disease with an optimized
XGBoost. Pan et al. [16] applied an optimized XGBoost to predict reservoir porosity
using petrophysical logs. Pathan et al. [17] predicted the accuracy of heart disease
using feature selection.

A decision tree ensemble based on gradient boosting with a high degree of
scalability is called XGBoost. XGBoost constructs an additive expansion of the
objective function by minimizing the loss function, much to gradient boosting. Given
that XGBoost only uses decision trees as a fundamental classifier, the complexity of
the tree is managed using a variety of loss functions [18, 19, 20].

Apart from that, according to [1], the Z-Alizadeh Sani dataset is an up-to-date
CAD dataset and is widely used by researchers to create models in terms of CAD
classification. This dataset has 54 features as input, 1 feature as output, and 303
patients. In the initial study, this paper proposed three algorithms, namely XGBoost,
k-Nearest Neighbor (K-NN), and Naïve-Bayes for machine learning models that are
useful for classifying CAD patients. The dataset used in this paper is Z-Alizadeh Sani.
Two algorithms, KNN and Naive-Bayes, are used to compare the XGBoost algorithm
with the aim of analyzing its performance against XgBoost. The research objectives
are (i) to classify CAD patients using three machine learning models as a preliminary
study, and (ii) to compare the three models to obtain high performance as the best
model. The contributions of this paper are (i) obtaining three machine learning models
for CAD classification; (ii) comparing the three models to get the highest and best
performance; (iii) applying the three machine learning models to a CAD dataset
consisting of fifty-five features; (iv) evaluating algorithms Naïve Bayes, XGBoost,
and KNN to diagnose CAD.

This paper is structured as follows: section 1 explains the introduction, section 2
explains the methodology, section 3 explains the results and discussion, and section 4
concludes.

2 Methods
2.1 Data Acquisition
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The data acquisition process was carried out by downloading the coronary heart
disease (CAD) dataset originating from the UCI and Kaggle dataset locations with
addresses: (https://www.kaggle.com/datasets/tanyachi99/zalizadeh-sani-dataset-2csv).
The data taken consisted of 303 data points on coronary heart disease (CAD) and
healthy patients, where each data point had 55 variables, consisting of 54 features
used in the test dataset as independent variables, namely Age states the patient's age,
Weight states the patient's weight, Length states the patient's height, Sex states the
patient's gender, and body mass index (BMI) states the patient's body mass based on
weight and height. Diabetes mellitus (DM) states whether the patient has diabetes or
not. Hypertension (HTN) states the patient's blood pressure history, Current
Smoker states whether the patient is currently smoking or not; Ex-Smoker states
whether the patient has previously smoked or not; Family history (FH) describes a
history of heart disease; obesity states that the patient is overweight, Chronic Renal
Failure (CRF), Cerebrovascular Accident (CVA), Airway disease, Thyroid
Disease, Congestive Heart Failure (CHF), Dyslipidemia (DLP), BP, PR, Edema,
Weak Peripheral Pulse, Lung rales, Systolic Murmur, Diastolic Murmur, Typical
Chest Pain states whether the patient feels chest pain or not; Dyspnea, Function
Class, Atypical, Nonanginal, Exertional CP, LowTHAng, Q Wave, St Elevation,
St Depression, Tinversion, LVH, Poor R Progression, FBS, CR, TG, Low density
lipoprotein (LDL), High density lipoprotein (HDL), Blood Urea Nitrogen (BUN),
Erythrocyte Sedimentation rate (ESR), Hemoglobin (Hb), Potassium (K), Sodium
(Na), White Blood Cell (WBC), Lymphocyte (Lymph), Neutrophil (Neut), Platelet
(PLT), Ejection Fraction (EF-TTE), Regional Wall Motion Abnormality (RWMA),
and Valvular Heart Disease (VHD). A feature is a target, namely The class
attribute (Cath) states the patient's condition is CAD or normal, where CAD patients
have a value of '0', and normal has a value of '1'

2.2 Algorithms
1. Naïve Bayes
One of the most successful and efficient inductive learning algorithms for machine

learning and data mining is Nave Bayes. Despite using the concept of attribute
independence (no association between attributes), Nave Bayes performs competitively
in the classification process. In actual data, the assumption of independence of these
qualities is rarely violated, but even if the assumption of independence of these
attributes is breached, the performance of the naive Bayes classifier is relatively high,
as demonstrated by many empirical research. The Bayes' theorem is a categorization
that uses probability and statistical techniques to forecast future opportunities based
on historical data. This theorem is paired with "naive," which makes the erroneous
assumption that the relationships between qualities are independent of one another.
Each row or document I in a dataset is taken to be a vector of attribute values, where
each value represents an attribute review, Xi (i[1,n]). Each row has a class label ci Є
{c1,c2,…,ck}as the value of the class C variable, so that to carry out classification,
the probability value can be calculated p(C=ci|X=xj). Because in Naïve Bayes it is
assumed that each attribute is independent, the equation obtained is as follows [21,
22]:

(1)𝑃 𝑙𝑎𝑏𝑒𝑙 = 𝑐
𝑗 
𝐼𝑌( ) =  

𝑃(𝑌𝐼𝑙𝑎𝑏𝑒𝑙=𝑐
𝑗
)*𝑃(𝑐

𝑗
)

𝑃(𝑌)
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The dominator P (Y) can be eliminated safely because it is independent of labels.
The class label cj has the largest conditional probability value, determining the
category of the data record.

2. xGBoost
XGBoost is an open-source software package that provides a regularizing gradient

boosting framework for C++, Java, Python, R, Julia, Perl, and Scala. It is compatible
with Linux, Windows, and macOS. While, A machine learning method called gradient
boosting is used, among other things, for classification and regression tasks. It
provides a prediction model in the form of an ensemble of weak prediction models,
i.e., models that make only a few data-related assumptions and are frequently
straightforward decision trees. The resulting technique, known as gradient-boosted
trees, typically beats random forest when a decision tree is the weak learner. The
construction of a gradient-boosted trees model follows the same stage-wise process as
previous boosting techniques, but it generalizes other techniques by enabling
optimization of any differentiable loss function [10, 18, 20].

3. K-Nearest Neighbor (KNN)
The "Supervised Learning Algorithm" includes the complex classification

technique known as the "K-Nearest Neighbour Algorithm," which is utilized for
regression and categorization. It is a flexible and adaptable method that can also be
applied to assessments with missing data and datasets with examples. It uses
K-Nearest Neighbors Data objects, as the name suggests, to predict and identify the
category or continuous assessment for the creative original data item. It is categorized
as a lax prediction technique. This algorithm sorts the training data, and the separation
between training samples and instances is computed. All categories can have defined
training data. Most of the nearest neighbors of the query record have a predicted
value. [23].

(2)𝑑 𝑎, 𝑏( ) =
𝑖=1

𝑛

∑ (𝑎
𝑖

− 𝑏
𝑗
)2

The two different data objects are represented by parameters a and b in Equation
(2).

2.3 Metrics evaluation
In this paper, we propose several evaluation metrics, namely accuracy, IoU,

F1-score, precision, and recall [24, 25], which are described in the confusion report.
Equation (3-7) for this metric is

(3)𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃

(4)𝐼𝑜𝑈 = 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛
𝑈𝑛𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃+𝐹𝑁+𝐹𝑃

(5)𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

(6)𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

(7)𝐹
1
𝑠𝑐𝑜𝑟𝑒 = 2  𝑇𝑃

2 𝑇𝑃+𝐹𝑃+𝐹𝑁

Where,
TP= True Positive; TN = True Negative; FP = False Positive; FN = False Negative.
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3 Results
In this paper, we have tried to train features for the causes of coronary heart

disease with three algorithms. In this section, we explain the test results for
each algorithm trained. Each trial of the Naïve Bayes, xGBoost, and K-NN
algorithms has been preprocessed with standard type scaling before being
processed by the model, specifically for xGBoost and K-NN, except Naïve
Bayes. Model experiments have implemented model optimization with grid
search as model tuning and cross-validation as a division of training and
validation datasets. Tuning the model and preprocessing this dataset aim to
improve model performance. Algorithm performance evaluation is carried out
using accuracy, IoU, precision, recall, and F1_score metrics. Table 1 shows the
accuracy performance results for the three algorithms tested, which include
accuracy score model training, the best score model, and the score testing
model. The xGBoost algorithm outperforms the other two algorithms, which
have an accuracy model score of 0.852.

Table 1. Accuracy score (model training, model best, and model testing) for three models

Type of algorithms
Accuracy

remarksModel score
training

Model best
score

Model
score testing

Naïve Bayes 0.752 0.678 0.689 without scaling
xGBoost 1 0.888 0.852 scaling
KNN 0.873 0.873 0.846 scaling
Then, Fig. 1 is a multinomial Naïve Bayes confusion matrix that has parameter

values in the test score: TP = 31, TN = 11, FP = 7, and FN = 12.

Fig 1. Confusion matrix for multinomial NaiveBayes.
Fig. 2 shows the confusion matrix for xGBoost with test score parameter values

TP = 42, TN = 10, FP = 8, and FN = 1. This algorithm produces an accuracy of 1
during training and an accuracy value of 0.852 during testing.
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Fig.2. Confusion matrix for XGBoost

Fig. 3 shows the confusion matrix for the KNN algorithm with test score
parameter values TP = 60, TN = 17, FP = 9, and FN = 5. This model produces an
accuracy score of 0.873 during training and an accuracy score of 0.846 during testing.

Fig. 3. Confusion matrix for KNN
Next, calculate the other metric values: IoU precision, recall, and F1_score

manually using equations 4–7. The metric values are obtained according to Table 4
below.

Table 2. Evaluation of five metrics for three algorithms

Accuracy IoU Precision Recall F1-score

The Classification of Coronary Artery Disease Using A Machine Learning             9



Naïve Bayes 0.689 0.620 0.816 0.721 0.765

xGBoost 0.852 0.824 0.840 0.977 0.903

KNN 0.846 0.811 0.870 0.923 0.896

4 Discussions
The experimental results of three algorithms in Table 2 show that the best model is

xGBoost for four metrics except precision. This model approaches almost perfect
prediction results with test data. Testing method with 3-fold cross-validation, where
the test data is never randomized or combined with the training data. Then the training
data is carried out in a stratified manner each time the machine is trained, so that
normal and sick data are always representative during training.

Table 5 shows a comparison with other methods in terms of classification. Zhang
et al. [14] classified CAD patients with the Z-Alizadeh Sani dataset with the XGBoost
algorithm. They applied feature selection to the dataset and cross-validation 10, and
then performed CAD classification, which resulted in a score of 0.894. Their model
outperforms our model, where our proposed model has not implemented feature
selection but has implemented cross-validation 3. Ramraj [13] applied the XGBoost
method for the classification of diabetes patients. The results obtained were 0.767 for
accuracy. Our proposed model outperforms their model. Then Gupta et al. [26]
classified cardiac disease patients with a dataset that had 14 features. Their model is
slightly superior to our model, but their model has a dataset of 14 features, which is
different from the dataset we used with 55 features. Although our proposed results are
close to superior to previous research, our method does not yet perform feature
selection.

Table 3. Comparison of other methods for classification

Authors Method Accuracy
Zhang et al. [14] XGBoost, feature selection 0.894
Ramraj et al. [13] XGBoost 0.767
Gupta et al. [26] Random Forest 0.857
Proposed method XGBoost 0.852

For further research, we will carry out feature selection or feature importance to
improve the performance of our model.

5 Conclusions
In the preliminary study, of the three models that we applied for CAD

classification with a dataset of 55 features and not yet performing feature selection.
XGBoost outperforms Naïve Bayes and K-Nearest Neighbor in terms of accuracy,
IoU, recall, and F1_score, which are 0.852, 0.824, 0.977, and 0.903, respectively.
These results are good for using CAD diagnosis with the help of machine learning in
clinical practice.
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