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Abstract. In recent years, BIM research has significantly influenced the eco-
nomic planning of smart cities globally. With advancements in big data, the In-
ternet of Things, and other emerging technologies, BIM technology, has evolved, 
and CIM based on BIM has become crucial in urban construction. However, man-
aging large and complex traditional model data is costly and inefficient. To ad-
dress this, the study proposes using a deep learning neural network to automati-
cally generate BIM models from 3D point cloud data. By integrating deep learn-
ing techniques with BIM, the potential of CIM can be realized, enhancing the 
efficiency and accuracy of urban planning. The methodology involves collecting 
and analyzing datasets, training and simulating the framework using RandLA-
Net for deep learning, and ultimately confirming the feasibility and efficiency of 
combining AI and BIM through testing. 
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1 Introduction 

With the rise of smart city development and global urbanization. Urban economic plan-
ning is receiving attention as a facilitation. 

In recent years, the rapid development of new technologies, such as the Internet, big 
data, and the Internet of Things (IoT), has presented both opportunities and challenges 
for urban economic planning. Artificial Intelligence (AI) and Building Information 
Modeling (BIM) [1], among other emerging technologies, are becoming increasingly 
important tools for urban economic planning. However, traditional BIM still has some 
limitations in data processing, such as the amount of data required being too large to 
handle. So, it requires optimization and processing. 

© The Author(s) 2024
K. Subramaniyam et al. (eds.), Proceedings of the 3rd International Academic Conference on Blockchain, Information Technology and Smart Finance (ICBIS
2024), Atlantis Highlights in Computer Sciences 21,
https://doi.org/10.2991/978-94-6463-419-8_18

https://doi.org/10.2991/978-94-6463-419-8_18
http://crossmark.crossref.org/dialog/?doi=10.2991/978-94-6463-419-8_18&domain=pdf


The swift advancement AI offers increased data processing capabilities for smart 
city development through deep learning. The application of AI technology can enable 
the deep mining of various data resources in the city to generate more accurate BIM 
models. Additionally, it can predict and analyze the development trend of the urban 
economy. In addition, deep learning technology can effectively solve complex prob-
lems in urban planning and improve the science and effectiveness of urban planning. 
For traditional BIM models, the large amount of data leads to an increase in manpower 
and material resources, and the cost required increases significantly. In terms of soft-
ware implementation, it has been shown through Shakil Ahmed's research on BIM bar-
riers[2] that traditional training and learning curves are expensive and the software is 
costly to purchase and the datasets and image sets required are also very large. So, to 
address this aspect, we collect building datasets and acquire point cloud data through 
deep learning by efficient semantic segmentation of neural network RandLA-Net to 
automatically generate BIM models. After testing, the accuracy of our model is greatly 
improved, and the overall complexity as well as the efficiency is also improved. The 
following is our specific analysis and implementation of the combination of RandLA-
Net deep learning and BIM. 

2 Related Work 

2.1 Generated BIM from CAD 

Nowadays for the development of cities, the construction of City Information Modeling 
(CIM)[3] is an extremely important part. BIM, as the root of CIM, is even more im-
portant as it lays the foundation for constructing a good CIM. However, the data in-
volved in this process is extensive and challenging to implement. In their study, Bin 
Yang[4] presented a semi-automatic layer classification method to generate a semanti-
cally rich structural BIM model as well as to generate the BIM model from the two-
dimensional (2D) Computer Aided Design (CAD) drawings. The method extracts se-
mantic information related to individual elements by extracting them from a floor plan 
and inferring their spatial location. This information is then converted into element pa-
rameters. This method semi-automates various processes and simplifies the huge work-
load of manual modeling. However, it can only generate one structural BIM model for 
a single floor at a time. The user must manually set up the floors and import the draw-
ings for each floor plan, which requires a technician to implement. Another team, Lu[5] 
also developed a semi-automatic method to assist in building BIM by extracting struc-
tural components from CAD drawings to create a foundation of IFC-based structural 
BIM objects. These methods have limitations. BIM constructions need to be cut from 
CAD drawings and cannot be fully automated to generate BIM models. Fig. 1 is CAD 
to generate BIM flowchart. 
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Fig. 1. CAD Generated BIM Flowchart 

2.2 BIM generation based on Pointnet++ 

This study by Charles R. Qi from Stanford University analyses the efficiency of Ponit-
net++ [6] in processing data. The study used the farthest point sampling method FPS, 
which has a time complexity reached O(n2), making Pointnet++ is unsuitable for large-
scale semantic segmentation of point clouds[7]. Instead, it is only suitable for localized 
feature learning. As a result, it is not recommended for large-scale BIM model genera-
tion. So, this is where a method is needed to handle large-scale semantic segmentation. 
Fig. 2 illustrates the basic principle. 

  

Fig. 2. PointNet++ 
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3 Methodology 

3.1 Overview of the methodology 

To enhance semantic segmentation, this paper proposed RandLA-Net, a deep learning 
network that aids in processing the point cloud data to generate BIM models more ef-
fectively. The main behand RandLA-Net is to perform local analysis on the point cloud 
data and learn from randomly selected local samples. The system can categorize each 
point in the point cloud into various classifications, including walls, floors, doors, and 
windows, to achieve semantic comprehension and segmentation of the point cloud data. 
This process enables the generation of precise BIM models. 

RandLA-Net disassembles the input point cloud data into localized regions, each 
containing a set of ordered points. The local regions are sorted using the inverse Eu-
clidean distance, prioritizing the most important ones. This guarantees that local regions 
of different scales are fully learned during the training process. 

After selecting the local regions, RandLA-Net uses local equalization sampling to 
obtain point pairs with similar distributions. This method can effectively eliminate the 
category imbalance problem in the point cloud data, improving the network’s ability to 
learn in the classification tasks. 

By analyzing and comparing the various Point Cloud sampling methods, it was con-
cluded that Random Sampling is the most suitable for large-scale point sets. A Local 
Feature Aggregation (LFA) is designed to prevent feature loss caused by random sam-
pling.  

This is achieved by gradually increasing the perceptual field of each point. RandLA-
Net uses a Multi-Layer Perceptron (MLP)[8] to encode the features in the local region 
and uses a Fully Connected Neural Network (FCN) to classify the encoded features. 
For MLP, the transfer from the input layer to the hidden layer can be represented by the 
following equation.  

 𝑧௃ሶ ൌ ෌ 𝜔௜௝
௡

௜ୀଵ
⋅ 𝑥௜ ൅ 𝑏௝ (1) 

Where,𝜔௜௝ is the weight connecting between the ith neuron of the input layer and the 
jth neuron of the hidden layer,𝑥௜ is the output of the ith neuron of the input layer,𝑏௝ is 
the bias term of the jth neuron of the hidden layer. 

The input can then be nonlinearly transformed by an activation function (activation 
function) to obtain the output 𝑎௝ of the jth neuron of the hidden layer. where 𝑓ሺ⋅ሻ is the 
activation function. 

 𝑎௝ ൌ 𝑓൫𝑧௝൯ (2) 

In this way, for each neuron in the hidden layer, its inputs and outputs can be com-
puted. These outputs will be used as inputs to the hidden or output layer, which will 
continue to be passed and computed. 

In this process, the network uses global contextual information and correlations be-
tween local regions to enhance the accuracy of semantic segmentation of point cloud 
data. Fig. 3 illustrates the fundamental structure of the network. 
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Fig. 3. RandLA-Net structure 

3.2 Result 

In this case, the dataset S3DIS[9] is used and a random sampling method to reduce the 
time complexity to O(1), resulting in a significant increase in the data processing per-
formance.  

Table 1. Experimental results based on the S3DIS dataset 

Methods 
Time 

(second) 
Parameters 
(millions) 

Maximum infer-
ence points(mil-

lions) 

mIoU 
(%) 

OA 
(%) 

RandLA-Net 183 1.30 1.02 79.2 94.1 
PointNet++[6] 9231 1.12 0.94 75.7 93.7 
PointNet[10] 194 0.93 0.52 72.1 91.2 
KPConv[11] 708 15.2 0.55 74.4 92.8 

Table 1 The table shows our experimental procedure. By comparing the data such 
as mIoU value and accuracy of different models, we conclude that Rand-LA-Net is 
more suitable to deal with large-scale point cloud models. Rand-LA-Net is more accu-
rate and more suitable to deal with large-scale point cloud models.  

Table 2. Experimental results based on the SemanticKITTI dataset 

Methods 
Time 

(second) 
Parameters 
(millions) 

Maximum infer-
ence points(mil-

lions) 

mIoU 
(%) 

OA 
(%) 

RandLA-Net 171 1.27 1.31 53.4 95.1 
PointNet++[6] 9825 5.3 1.16 20.1 93.5 
PointNet[10] 209 2.4 0.72 15.2 92.8 
KPConv[11] 954 11.2 0.94 30.6 93.2 

To test the effect on different data sources and different scenarios. We trained again 
on the SemanticKITTI dataset[12]. The corresponding results are shown in Table 2. 
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4 Conclusions 

In summary, the RandLa-Net model performs well in processing large point cloud data 
and generating BIM. 

Firstly, it efficiently handles point cloud data through random sampling and local 
aggregation, avoiding computational difficulties and resource wastage. Secondly, it 
captures spatial relationships and semantic information through multi-resolution fea-
ture extraction to ensure reliable structural restoration. As a result, the generated BIM 
is more accurate and complete, facilitating building design, construction and mainte-
nance. Finally, the model is highly versatile and scalable, performing well in a variety 
of scenarios. The enhanced ability to process large point cloud data improves construc-
tion efficiency and quality. 
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