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Abstract. Balinese story is one of the cultural heritages that are filled with local 

wisdom. These stories were often passed on orally from one generation to the 

next. The advancement of information technology and more accessible internet 

connection have opened opportunities for preserving these Balinese stories in a 

digital portal. In this research, we developed a digital portal which is equipped 

with advanced features built with a natural language processing framework. 

These features include grouping of stories with similar topics, summarizing the 

story by extracting meaningful sentences and applying a Genetic algorithm to 

maximize the features’ weight, and automatically identifying the characters in 

each story. These features are integrated into a server-side Balinese natural lan-

guage processing framework. The framework is applied to the collection of Ba-

linese stories on the portal and any new story added to the collection. Experiment 

results on the portal show that as many as 77.83% of respondents gave a reason-

able opinion of the portal. 

Keywords: framework, digital portal, natural language processing, Balinese. 

1 Introduction 

Language is an essential element of culture that needs to be preserved [1]. The Balinese 

language itself is a regional language in the province of Bali which characterize the 

culture of the Balinese people. The Balinese language is essential for Balinese people 

to communicate daily and pass on Balinese stories orally from one generation to the 

next. Moreover, preserving Balinese stories is no less critical due to the local wisdom 

of Balinese people contained in the stories. The characterization of the characters in the 

stories implicitly portrays local wisdom. For example, the story “I Lutung teken I 

Kekua” communicates a hidden message to the readers, i.e., to always be respectful 

towards others and not over pride themselves. In this story, “I Kekua” is the moral of 

the story, i.e., the good character. 

This research aims to digitally preserve the Balinese culture, specifically the 

local wisdom in Balinese stories. We develop a server-side Balinese natural language 

processing framework. In addition to implementing the framework for our digital portal 

of Balinese stories, we also provide advanced features, including clustering stories with  
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similar topics, summarizing, and automatically identifying characters in the story. We 

will first briefly explain our work in developing the Balinese NPL library for Python, 

then revisit our work which implements the library and provide the top features on our 

portal. We conclude the section with a summary of our contributions.  

To assist in our goal of preserving the Balinese language, we begin with de-

veloping a natural language processing library for the Balinese language in Python. In 

the library, we provide stemming for the Balinese language, named entity recognition 

(NER) for person, location, and time expression, along with a part-of-speech (POS) 

tagger. 

Previous research on Balinese stemmer implemented rule-based [2] and n-

gram [3] methods. In [2], rules are developed to remove prefixes and suffixes from 

words to generate the “stem” words. However, the authors did not consider words gen-

erated by adding an infix or affix (combining prefix and suffix) into the stem words. 

We overcame the problem in [4] by developing rules for words generated by adding 

infix, affix, and simulfix (a type of affix that changes one or more existing phonemes). 

Named entity recognition holds a vital role in character identification in sto-

ries. This subtask of information extraction locates, and highlights named entities (peo-

ple, organizations, places, etc.) in unstructured data. NER has been applied to various 

languages, including Arabic [5], Greek [6], and Punjabi [7]. For the Indonesian lan-

guage, NER research has been extensively developed, starting by using convolutional 

neural networks [8], co-training [9], and ensemble methods [10]. In addition, NER has 

also been applied to specific domains such as biology [11], medicinal plants [12], fi-

nance [6], accounting [13], and short text messages [14]. However, research on named 

entity recognition for the Balinese language has yet to receive similar attention. Due to 

this reason, we have implemented a rule-based name entity recognition for the Balinese 

language to identify time [15], location [16], and person [17]. 

The task of a POS tagger is to classify words in a corpus to their appropriate 

part of the speech tag. POS taggers for the Indonesian language have been built using 

rule-based methods and Hidden Markov Models (HMM) [18], conditional random 

fields [19], and Brill Tagger [20]. In [21], the authors have conducted a complete and 

detailed comparison of the previously mentioned POS tagger methods. In [22], we de-

veloped a POS tagger for the Balinese language, inspired by [18]. 

Numerous automatic text summarization systems have been developed for 

English [23], [24], and Indonesian [25], [26]. These automated systems have been ap-

plied to various fields, including scientific articles [25] and news [26], [27]. The tech-

niques used to perform the summarization are widely varied, including artificial neural 

networks [24], deep learning [23], Latent Semantic Analysis (LSA) [28], Latent Di-

richlet Allocation (LDA) [29] or genetic algorithm [30], [31]. In [32], we implemented 

the genetic algorithm to optimize the features’ weight of sentences in a text. The weight 

combination of the features is directed towards the ROUGE-N [33] objective function. 

The genetic algorithm applies selection, mutation, and cross-over of the chromosomes 

iteratively to find the optimal weight combination. 

Documents often have similar underlying topics that are hidden from the read-

ers. These latent topics can be exploited to group the collection of documents. For the 

Indonesian language, grouping documents based on their topics is achieved by applying 
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classification [34], [35] or clustering [36], [37] method. The main difference between 

the two methods is that the former assumes that a document exclusively belongs to a 

group, while the latter relaxes this constraint. Previous research on grouping documents 

in the Indonesian language implemented LDA [38], PLSA [39], and K-Means [40]. In 

[41], we first identified the topic’s distribution of each document in our corpus and then 

grouped them by applying an agglomerative hierarchical clustering method. 

To conclude the section, we list our contributions as follows. We first develop 

a natural language processing framework for Balinese documents. The framework is 

the culmination of our previous research, which can process a Balinese document by 

utilizing our Balinese library. The documents can then be automatically summarized 

and grouped based on their topic’s distribution. We then implement the framework on 

the server and develop a portal for Balinese stories. The portal acts as a crowd-sourced 

platform in which anyone who has signed up can contribute new stories. 

2 Research Methodology 

This research applies a naive sequential method, as shown in Figure 1. We begin with 

a literature study to identify previous research on methods necessary to provide ad-

vanced features for our Balinese stories’ portal. Most of the research we investigate is 

related to natural language processing for the Balinese language and has been covered 

in the previous section. We also summarized our works aimed at improving the result 

of the related research and providing tools that are not available but necessary to the 

portal. 

 

 

Fig. 1. Research Method 

There are two sub-stages in the development stage, i.e., framework develop-

ment and portal development. The former sub-stage is focused on developing a work-

flow for stories consisting of preprocessing them by employing the Balinese natural 

language library we have developed in our previous research, creating a summary of 

each story, identifying the story's main characters, and grouping stories based on their 

latent topics. After programming the framework, we launched it on the server as the 

basis for the Balinese stories’ portal. The portal acts as a gateway for readers interested 

in reading Balinese stories and contributing new stories to the portal.  

The subsequent stage is the trial and testing stage. The testing of the entire 

system is carried out by adding a new story directly from the portal and investigating 

each process in the workflow. Tests on each process are conducted to identify issues, 

bugs, or errors. They are immediately addressed upon finding issues, bugs, or errors 

until no more problems are identified. It is critical to remove any issues before we enter 

the evaluation stage. In the evaluation stage, we involve the general public, who are 

asked to assess the developed system. The assessment is carried out online, and re-

spondents must respond to several questions related to system features. The evaluation 
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stage is necessary to obtain an unbiased opinion and receive feedback to improve the 

system. The conclusions of the research and suggestions for further research develop-

ment are based on the result of the evaluation stage. 

3 Results and Discussions 

The objective of this research is two-fold. The first objective is to develop a framework 

for processing documents in Balinese, particularly Balinese stories. The framework 

then applies the necessary preprocessing before producing a summary of the story and 

identifying the story's characters. Grouping the Balinese stories is another responsibil-

ity of the framework, carried out when specific criteria are satisfied, i.e., the number of 

stories added to the portal and the number of days after the last grouping occurred. The 

second objective of the research is to develop a portal for Balinese stories with the 

developed framework as the backend. Within the portal, visitors can read the collection 

of Balinese stories or register to the portal and become registered users who can con-

tribute new stories to the collection. The portal is evaluated by conducting an online 

survey of the users. The following sections will highlight details of the developed 

framework and portal. 

3.1 Framework  

We develop a framework for processing any documents written in Balinese. In this 

research, the Balinese document is in the form of a story that contains local wisdom. 

Three steps are carried out sequentially for each Balinese document in the collection, 

namely preprocessing, summarization, and character identification. Previously unseen 

documents added to the collection also experience the same process. The papers are 

then grouped based on their latent topics in a bottom-up manner [41] since the last 

grouping occurred. 

We begin the preprocessing step by conducting tokenization of the documents. 

Texts on the documents are scanned and split into sentences. Each sentence is then 

broken up into tokens, i.e., words in the Balinese language, for further processing. To-

kens on each sentence are then compared to a stop words list. This predefined list con-

tains ubiquitous words in the Balinese language that are deemed “not important” and 

can thus be ignored. Any token which appears in the list is removed and will not be 

processed further. The remaining tokens of each sentence are then fed into our Balinese 

stemmer to identify the stem words of each token. Tokens within a sentence originating 

from the exact stem words will only be represented by a single word. The result of the 

preprocessing step is sentences with distinct tokens. 

Composing the summary of each story automatically is one of the several ad-

vanced features provided by our portal. We implement an extractive method to create 

the summary of the story by identifying the most critical sentence in each paragraph. 

To accomplish the objective, we first define features of a sentence being examined, i.e., 

the most frequent words (positive keywords), the least frequent words (negative key-

words), words in the sentence which also appear in the title, words in the sentence that 
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commonly occur in other sentences within the same document, and cosine similarity 

between the sentence and the remaining sentences within the same document. Each 

sentence feature is basically the normalized count of words that satisfy the correspond-

ing condition. The score for a sentence is calculated as the multiplication of the feature 

value with the weight of the feature. Since the importance of the features is different, 

we must then investigate the true significance of the features. We approach the issue as 

an optimization problem that must satisfy an objective function. In this research, we 

utilize the genetic algorithm to find the correct combination of the features’ weight, 

where the solution is guided toward optimizing the average accuracy of the summaries. 

The baseline of the summaries is created manually beforehand with the help of an ex-

pert. The expert applies the same extractive method when composing the summaries. 

In this research, we define the accuracy of a summary as the unigram ROUGE score. 

The ROUGE score is calculated as the number of words that appear in the manual sum-

mary created by the expert and the synthetic one produced by our method. According 

to the genetic algorithm, we define the weight of a feature and the combination of five 

features’ weight as gen and chromosome, respectively. The genetic algorithm itera-

tively seeks the best combination of features’ weight through mutation and crossover 

of genes between pair of chromosomes. Finally, after the iterative process has been 

concluded, we utilize the best combination of features’ weight for summarizing new 

stories added to the collection. We refer the readers to a more detailed explanation of 

the summarization process in [32]. 

Named entity recognition in Balinese documents has yet to receive consider-

able attention. Consequently, we have developed a rule-based Balinese name entity 

recognition to identify a person [17] in Balinese text. A naïve approach to generating 

the rules is directly observing the corpus and recognizing the similarities of persons’ 

names in Balinese. Several morphological structures in the Balinese language can be 

exploited to create the rules [42]. “I” and “Ni” are widespread articles in Balinese 

names, for example, “I Gusti Putu Ardana” and “Ni Komang Ayu”. The articles “I” and 

“Ni” are used to differentiate male and female gender, respectively. A different mor-

phological structure that can be exploited is using articles to express birth order in a 

family. These articles are “Wayan”, “Putu”, and “Gede” for the first child, “Made”, 

“Nengah”, and “Kadek” for the second, “Nyoman” or “Komang” for the third, and 

“Ketut” for the fourth. In addition, Balinese names are also derived from the person’s 

social class, i.e., “Brahmana”, “Ksatria”, “Waisya”, and “Sudra”. These social classes 

represent religious leaders, kings and nobles, traders, and peasants. Each social class 

possesses its distinctive naming, for example, “Ida Bagus” or “Ida Ayu” for “Brah-

mana”, “Anak Agung” or “Gusti” for “Ksatria”, and “Dewa” or “Pasek” for “Waisya”. 

The “Sudra” class applies the birth order rule to name their children. Based on these 

morphological structures, we developed a ruled-based NER to identify persons in Ba-

linese text [17] and embedded it into the preprocessing stage of our portal. 

Balinese stories often possess similarities in the messages or topics which the 

author wish to convey to the readers. In an extensive collection, it would be convenient 

to the readers if stories with similar topics were grouped together, enabling them to read 

stories that meet their preferences. In [41] we achieved this goal by first applying Latent 

Dirichlet Allocation (LDA) to our collection of Balinese stories and then representing 
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each story by its top-T words with regards to the word and topic distribution found as 

the results of the previous step, and finally grouping the stories in a bottom-up process. 

Applying LDA to a corpus and supplying k number of topics to find would generate a 

topic distribution of each document and corpus-wide word-to-topic distribution. After 

this step, we represent a document with T number of words which are extracted from 

each topic based on the document’s topic distribution. We choose the top-N words from 

each topic proportional to the topic’s percentage in that document. We also calculate a 

distance matrice M which shows the cosine similarities between documents. Each doc-

ument is considered an independent group at the beginning of the grouping process. We 

start to merge pair of documents with the highest similarities. We update M with refers 

to the proximity measure to reflect the latest distance between documents. We repeat 

the process of selecting a pair of documents with the highest score, grouping them, and 

continuing the process until the number of groups has been satisfied. At the end of the 

process, we managed to group the documents based on their topic. We present this 

group of documents as categories in our portal. 

3.2 Portal 

Katuturangsatwa.com is an online portal to provide Balinese stories to readers. We im-

plement our Balinese natural language processing framework into the server to process 

unseen stories to achieve this goal. Readers who have registered to the portal can upload 

these unseen stories. In general, a reader on the portal can utilize four main features: 

searching/browsing for particular stories, reading a story, registering, and writing un-

seen stories at the portal. The last feature can only be accessed by registered readers. 

 

 

 

Fig. 2. Landing Page 

Figure 2 shows the landing page of the portal, where readers are presented 

with a text box (1), categories of stories (2), characters of the story (3),  and a 

summarized version of the story (4). Categories of stories (“Kategori1”, 

“Kategori2”, …., “Kategori14”), identification of the characters (“Ni Bawange”, “I 
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Kedis Crukcuk Kuning”, …, “Ni Kesunane”), and summary of the story are all the 

result of our Balinese natural language processing framework. These processes are 

carried out automatically at the server that utilizes our Balinese language processing 

framework.  

 

 

Fig. 3. Search Result 

Searching for a particular story can be achieved effortlessly throughout the 

portal. The reader must only provide the keywords related to the story and type them in 

at the given text box (shown as number 1 in Figure 2). Stories with the search keywords 

in their title will be presented promptly to the reader upon clicking the search button. 

Figure 3 shows the search result of the keyword “Kekua”. The search feature is one of 

the improvements we will address in future work.  

The reader can also browse the collection of stories on the portal by clicking 

on any of the labels (shown as number 2 in Figure 2). When a reader clicks on a 

category, all stories under that particular category will be presented to the reader, as 

shown in Figure 4. In each story, the characters and summary of the story will also be 

ready for viewing. Clicking on any story will display the full text (Figure 5). 

The reader can also browse the collection of stories on the portal by clicking 

on any of the labels (shown as number 2 in Figure 2). When a reader clicks on a cate-

gory, all stories under that particular category will be presented to the reader, as shown 

in Figure 4. In each story, the characters and summary of the story will also be ready 

for viewing. Clicking on any story will display the full text (Figure 5). 
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Fig. 4. Browsing the Collection 

Upon browsing the collection of stories in the portal or searching for a partic-

ular story, readers may need help finding what they are looking for. We address this 

issue by allowing registered readers to write unseen stories to the portal. Readers can 

register to the portal by clicking the icon on the left side of the search text box (shown 

as number 5 in Figure 2), choosing the “Nyurat Satwa” menu, and finally clicking on 

the “Sign Up” button. 

 

 

Fig. 5. Full Text of a Story 
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Fig. 6. Registration Window 

Figure 6 shows the registration window where readers must provide personal 

details, including username, full name, email address, and their chosen password. The 

reader must click the “Sign Up” button to finalize the registration process. After com-

pleting the registration process, the reader can finally log in to the portal. When the 

readers have successfully logged into the portal, they may update their profile, modify-

ing their full name and uploading their profile picture. Readers must click the “Update” 

button to finish editing their profile. 

 

 

Fig. 7. Writing Unseen Story 

In the “Nyurat Satwa” window, as shown in Figure 7, the registered reader can 

begin adding unseen stories to the portal. The reader has to fill in the story's details, 
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including the title, the complete text, and artwork that reflects the story. The category 

part of this unseen story can be left out as it will be filled in automatically later. When 

the reader clicks on the “Submit” button, the unseen story will undergo the processes 

in the Balinese natural language processing framework, which we have described in 

section 3.1. After the processes have been completed, the unseen story will be presented 

in the portal under the category to which it has been assigned. 

Table 1. Questionnaire Results 

No Features Rating 

Very Difficult Difficult Easy Very Easy 

1 Searching for a story 6.5% 23% 43% 27.5% 

2 Registering to the portal 6% 15% 54.5% 24.5% 

3 Submitting a new story 7% 14% 52.5% 26.5% 

4 Summarization 3.5% 12.5% 49% 35% 

5 Grouping of stories 5.5% 16% 40% 38.5% 

6 Characters identification 6.5% 17.5% 44% 32% 

 

Evaluation on the portal is carried out by validation method. The process 

involved 200 respondents with various educational backgrounds and interests. Since 

one of the goals of developing the Balinese natural language processing framework in 

addition to the portal katuturangsatwa.com is to preserve the Balinese language for the 

younger generation, we then focus the evaluation process on students from junior high 

to tertiary education level. If the students acknowledge the portal, we are one step closer 

to achieving the goal. We ask a series of questions regarding the students’ experience 

browsing through the portal. Before answering the questions, we allow them to exercise 

the main features of the portal. For each question, the students were asked to provide a 

rating from 1 to 4, with one and four representing “Very Difficult” and “Very Easy” 

respectively. 

Table 1 summarizes the questionnaire results. From Table 1, most students 

perceive that the main features provided at the portal are easy to use. However, some 

students experienced difficulties when searching for a particular story. The utilization 

of non-standard characters in the title and body of the story is likely one of the reasons 

for the issue. We will address this issue in our future work by improving the prepro-

cessing step in the framework. 

Table 2. Rating of System 

Overall Rating 

1 2 3 4 

  22.17% 77.83% 

 

To improve the overall system, students were also asked to rate the portal from 

1 to 4, with one being “Very Bad” and four “Very Good”. Table 2 shows the question-

naire results. From Table 2, we can conclude that most students agreed that the devel-

oped portal is already adequate. However, some responsdents have also voiced con-

structive feedbacks. One of the repondents found difficulties in navigating through the 
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portal, specifically when submitting an unseen story. When submitting an unseen story 

(as seen in Figure 7), there is a category section but with no available options to choose. 

This section should be left empty as it will be filled in automatically when the grouping 

process is started. Nevertheless, the story can still be submitted regardless of the empty 

category. Some respondents have also asked about translation to other languages. We 

will address this issue in our future research by including a translator into the portal. 

4 Conclusion 

We present in this paper a portal for Balinese stories. The portal utilizes the Balinese 

natural language processing framework, which can automatically summarize, identify 

characters, and group the stories based on similarities of its topics. We evaluate the 

main features of the portal by sharing questionnaires with students. From the question-

naire results, most students agreed that the portal is easy to use. Students have also 

acknowledged the portal to be satisfactory. However, further improvements can be 

achieved by removing unnecessary category field in story submission as well as imple-

menting translator into the portal. 
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