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Abstract. With the increasing need for digital images in everyday life, images 

are collected through various devices such as digital cameras, cell phone cameras, 

and scanners. This image data will be further processed, one of which is to seg-

ment objects from the background. The technique that can be used is segmenta-

tion using the LAB color space. This technique is done by converting the image 

color space into LAB color space so that the object or foreground can be sepa-

rated from the background. This research uses 20 random images from 3 sources: 

The Oxford-IIIT Pet dataset, Github Real Python material, and DeepLontar da-

taset. The experimental results show that The Oxford-IIIT Pet dataset and Github 

Real Python material have a more extended range of minimum-maximum values 

of L, a*, and b* components compared to DeepLontar dataset. This extended 

minimum-maximum value range causes the object images in The Oxford-IIIT 

Pet dataset and Github Real Python materials to be more visually visible (seg-

mented) than in the DeepLontar dataset. 

Keywords: Color space, Cielab, Color space segmentation, Image processing, 

Preprocessing. 

1 Introduction 

Currently, the need to use digital images in everyday life is increasing. These digital 

images are recorded through various devices such as digital cameras, cell phone cam-

eras, and scanners. The need for digital images is widely used to make copies of docu-

ments stored and back up physical files into digital documents. 

Digital images that have been obtained can also be further processed, such as in the 

process of recognition or detection of characters[1], [2], hand geometry detection [3], 

and face recognition for the authentication process [4]. However, the resulting digital 

images sometimes have relatively similar foregrounds and backgrounds, so they expe-

rience difficulties when further processing[5]. Therefore, object segmentation is needed 

to separate the object from the background. Segmentation is a process to separate an 

object from the background so that the object can be processed for further purposes [3], 

[4], [5]. 
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Digital images that have been obtained can also be further processed, such as in the 

process of recognition or detection of characters [1], [2], hand geometry detection [3], 

and face recognition for the authentication process [4]. However, the resulting digital 

images sometimes have relatively similar foregrounds and backgrounds, so they expe-

rience difficulties when further processing[5]. Therefore, object segmentation is needed 

to separate the object from the background. Segmentation is a process to separate an 

object from the background so that the object can be processed for further purposes [3], 

[4], [5]. 

2 Literatures review 

2.1 RGB Color Space 

By using the characteristics of color and light intensity, we can recognize images. Col-

orspace is used as one of the techniques in digital image processing. RGB color space 

(Red, Green, Blue) is a color space that is based on how the human eye works [6]. The 

human eye has two sensors on retina sensors: rod and cone cells. In the processing of 

digital image analysis, color space RGB is preferred because it does not require con-

version to another color space. The color produced follows the vision representation of 

the human eye. 

2.2 Lab Color Space 

This color space was defined by the CIE in 1976 to communicate color widely, which 

is widely used in industry for color control and management. CIELAB is a three-di-

mensional color space model dimensions. In this color space, a slice is taken from com-

ponents a* and b*, and from the slices of components a* and b* obtained a* b* chro-

maticity diagram with the meaning of each dimension formed. 

CIE_L* magnitude is used to show the description of color brightness. The CIE_a* 

dimension is used to indicate the description of the color type green - red color type. 

The CIE_b* dimension is used for the blue-yellow color type [6], [7]. The RGB to 

CIELAB color space conversion calculation can be presented as in equation 1 to equa-

tion 4 obtained from the OpenCV library[8]. 

 [
𝑋
𝑌
𝑍

] ← [
0.412453 0.357580 0.180423
0.212671 0.715160 0.072169
0.019334 0.119193 0.950227

] ∙ [
𝑅
𝐺
𝐵

] (1) 

Description:  

R = Red color values 

G = Green color values 

B = Blue color values 

After converting to XYZ, the CIELAB color space can be calculated using Equation 

(2). 
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 𝐿 ← 116 ∗ 𝑌
1

3⁄ − 16 𝐹𝑜𝑟 𝑌 > 0.008856  

 𝐿 ← 903.3 ∗ 𝑌 𝐹𝑜𝑟 𝑌 ≤ 0.008856 

 𝑎∗ ← 500(𝑓(𝑋) − 𝑓(𝑌) 

 𝑏∗ ← 200(𝑓(𝑌) − 𝑓(𝑍) (2) 

The reference values of Xn, Yn, and Zn can be seen in Equation (3). 

 [
𝑋𝑛
𝑌𝑛
𝑍𝑛

] = [
0.950456

1.0
1.088754

] (3) 

The transformation function equation f(t) can be implemented as in in Equation (4). 

 𝑓(𝑡) = {
𝑡

1
3⁄ 𝑓𝑜𝑟 𝑡 > 0.008856

7.787𝑡 +
16

116
𝑓𝑜𝑟 𝑡 ≤ 0.008856

 (4) 

The advantages of CIELab. This research aims to implement CIELab on 20 images 

to represent color features. Color features are one of the features that separate image 

objects from their background (color space segmentation). This color space segmenta-

tion can be done on facial images, batik, and copper and papyrus inscriptions. Inscrip-

tions are unique because there is a low color difference between the letters (objects) 

and the media for writing them. 

Many studies related to CIELab have been conducted. Fawaz et al. [4], the CIELab 

model is used because it can express the colors seen by the human eye, and also, this 

model compensates for the inequality of the color distribution of the RGB color model 

because the RGB model has too many transition colors between blue and green. The 

CIELab model was chosen to identify the characteristics of a batik cloth [7], 

[9]. Identifying the characteristics of batik cloth is necessary because the development 

of batik cloth patterns resulting from manual coloring or printed motifs is easy to imitate 

and reproduce. In addition, the CIELAB model was chosen because of the homogene-

ous space for visual perception.  

The CIELab model is also implemented on inscriptions. Based on Sudarma's papyrus 

lontar research results [5], CIELab color space can identify and separate Balinese script 

colors from their background colors. Using the L* value of the CIELab, experimental 

results show the brightness of the color as a little differentiator. Rasmana's research 

[10] measured the color difference of carved letters with copper inscription plates. The 

measurement was done with the CIELAB model. The results of this research state that 

the color feature is unsuitable for recognizing the carved letters on the inscription be-

cause the color difference between the carved letters and the plate is tiny. The measure-

ment results of the color difference in the a* and b* layers are small. The big difference 

is in the L* layer. The L* layer is the layer that represents the color intensity of the 

image. However, this research uses the L* layer combined with texture features for the 

following segmentation process. Previous studies representing the CIELab color space 
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were limited to only one specific object or image. The authors conducted CIELab color 

space experiments on three data sources in this study. This research contributes to il-

lustrating that CIELab color space can be one way of extracting image features with 

different image characteristics. 

3 Method 

3.1 Preprocessing and Generating Data 

This research uses 20 images. The images were obtained from several sources: The 

Oxford-IIIT Pet Dataset [11], Github Real Python material [12], and the DeepLontar 

dataset [13]. The author preprocessed the image first on the DeepLontar dataset ground 

truth data, namely the image with the name 8a.jpg, as in Fig 1. The preprocessing was 

done because the image dimensions were too large at 1500 x 300 pixels. The image 

from the DeepLontar dataset is cropped randomly with varying dimensions: 1) the au-

thor cropped per character as many as five characters to see the visualization results per 

character, 2) the author also cropped randomly (5 times) for a collection of several 

characters or free text along the dimension of 1500 x 300 pixels in the image 8a.jpg. 

 

Fig. 1. An image from DeepLontar Dataset namely 8a.jpg. 

Second, for the dataset from The Oxford-IIIT Pet Dataset, the author took five ran-

dom image samples (Bombay_220.jpg, Bengal_197.jpg, Ragdoll_27.jpg, 

Sphynx_142.jpg and Russian_Blue_187.jpg) and from Github Real Python material as 

well as five images (nemo1.jpg, nemo2.jpg, nemo3.jpg, nemo4.jpg, nemo5.jpg), as in 

Fig 3.  The image generation process, as in Fig 2. 

3.2 Implemented Algorithm 

This algorithm is modified from the GitHub source [14] and applied, as shown in Figure 

3. 

1. Read image data and load example images. 

2. Read the five images, then save them into a list. 

3. Convert each of the images into numpy array. 

4. Extract the first few example images. RGB color images consist of three layers: a 

red layer, a green layer, and a blue layer. Each layer in a color image has a value 
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from 0 - 255. In this layer, the image mean has no color if the value is 0, and the 

pixel is black if the value is 0 for all color channels. 

5. Convert RGB to LAB. Conversion from the sRGB color space (IEC 61966-2-

1:1999) to the CIE Lab colorspace under the given illuminant and observer. The 

range of the dimensions for RGB and LAB in skimage.color.rgb2lab and lab2rgb 

are: rgb_lab:[0,1]x[0,1]x[0,1] → [0,100] x [-128,128] x [-128,128] and 

lab_rgb:[0,100] x [-128,128] x [-128,128] →[0,1]x[0,1]x[0,1]. 

6. Inverse the process (LAB to RGB), lab2rgb has to have a dimension (-,-, 3). 

7. Check if the RGB → LAB →RGB worked by plotting. 

8. Check if the 0th dimension of the LAB image is showing the brightness. Finally, 

each dimension of the LAB image can be visualized. 

 

Fig. 2. Image generation process 

Table 1. Image data 

Data source 

name 
Images 

The Ox-

ford-IIIT 

 
 

 

  

Bom-

bay_220.jpg 

Ben-

gal_197.jpg 

Ragdoll_27.

jpg 

Sphynx_142

.jpg 

Rus-

sian_Blue_18

7.jpg 

Github Re-

alpython 

material 
 

    

nemo1.jpg nemo2.jpg nemo3.jpg nemo4.jpg nemo5.jpg 
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DeepLontar 

(five ran-

dom char-

acter 

cropped) 

     

wa.jpg nga.jpg ta.jpg ngu.jpg la.jpg 

DeepLontar 

(five times 

character 

sets 

cropped)  
    

8a-

cropped.jpg 

8a-

cropped2.jp

g 

8a-

cropped3.jp

g 

8a-

cropped4.jp

g 

8a-

cropped5.jpg 

 

 

Fig. 3. Implemented algorithm 
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4 Result and Discussion 

The results of the experiments in this study are in the form of values or values of each 

component, namely the minimum-maximum value in RGB color space and the mini-

mum-maximum value in LAB color space, as shown in Table 2 and Table 3. Based on 

Tables 2 and Table 3, The Oxford-IIIT Pet dataset and Github Real Python have the 

same minimum to a maximum range of R, G, and B values, namely 0 to 255. Similarly, 

the same L (Lightness) value is a minimum of 0 to a maximum of 100. It implicitly 

states that the images on The Oxford-IIIT Pet dataset and Github Real Python have a 

more extended range of values in RGB color space and LAB color space. For the 

DeepLontar dataset, both cropped per character and randomly cropped have a shorter 

range of values in both color spaces.  

Values with a more extended range will impact the visualization of the L, a*, and b* 

components. Visually, we can see the object (foreground) separated from the back-

ground, as in Figure 4 and Figure 5. In Figure 5, the image obtained from GitHub Real 

Python has a range that tends to be significantly prolonged so that we can visually see 

the segmented fish object from the background. Figure 6 and Figure 7 are data taken 

from lontar or papyrus. They have shorter range of minimum to maximum values of 

the color space components (both in RGB and LAB). The LontarDeep dataset has been 

dealt with by cropping per character (Figure 6), which makes the characters more evi-

dent so that in the b* component (color spectrum blue to yellow), visually, we can still 

see the segmented object from the background. 

 

Table 2. The result of min max value of RGB 

Data R G B 

min max min max min max 

The Ox-

ford-IIIT 

Pet  

0.0000 255.00000 0.0000 255.00000 0.0000 255.00000 

Github 

Real Py-

thon  

0.0000 255.00000 0.0000 255.00000 0.0000 255.00000 

DeepLontar 

(five ran-

dom char-

acter 

cropped) 

42.0000 169.0000 26.0000 143.0000 14.0000 112.0000 

DeepLontar 

(five times 

character 

sets 

cropped) 

25.0000 174.0000 10.0000 144.0000 13.0000 116.0000 
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Table 3. The Result of min max value of LAB 

Data L a* b* 

min max min max min max 

The Ox-

ford-IIIT 

Pet  

0.0000 100.0000 -29.3345 66.2213 -59.8455 68.8716 

Github 

Real Py-

thon  

0.0000 100.0000 -31.5718 68.9017 -98.6082 81.6538 

DeepLontar 

(five ran-

dom char-

acter 

cropped) 

11.3153 60.7135 -1.5736 14.1609 -0.7475 27.7050 

DeepLontar 

(five times 

character 

sets 

cropped) 

4.2075 61.2767 -1.4154 22.2171 -7.3443 27.5035 

 

 

Fig. 4. Lab visualizations of The Oxford-IIIT Pet data 
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Fig. 5. . Lab Visualizations of Github real Python data 

 

Fig. 6. Lab visualizations of DeepLontar data (five random character cropped) 
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Fig. 7. Lab visualizations of DeepLontar data (five times character sets cropped) 

As stated by Sudarma[5] and Rasmana [10] in their research using inscription objects, 

inscriptions tend to have slight color differences between the object and the media on 

which it is written. Of the three layers in the CIELab color model, the most significant 

difference is in the L* layer. The L* layer is the layer that represents the color intensity 

of the image. The results of the two studies align with the results of the range of min-

max L*, a*, and b* values in Table 3. In DeepLontar (five random characters cropped), 

the L* layer values range from 11.3153 to a maximum of 60.7135, a* layer values range 

from -1.5736 to 14.1609, and b* layer values -0.7475 to 27.7050. In DeepLontar (five 

times character sets cropped), layer L* values range from 4.2075 to 61.2767, layer a* 

values from -1.4154 to 22.2171, and layer b* values range from -7.3443 to 27.5035. 

Layer L* thus has a more extended range of values than the other two layers. Therefore, 

CIELab can be used to extract color features in images. However, suppose the charac-

teristics of the object to be separated or segmented from an image have the same char-

acteristics as the inscription. In that case, it must be combined with other feature ex-

traction to get better segmentation results[10]. 

5 Conclusions 
The longer the range of minimum to maximum values of the R, G, B, or L, a*, b* 

components in each color space, the more convenient we can see the segmented object 

from the background. On the other hand, the shorter the range of minimum to maximum 

values of the R, G, B, or L, a*, b* components in each color space, the more difficult it 

is to segment the object from the background. This research uses input images with 

various dimensions, so for further research, it is necessary to standardize the dimensions 

of the input image and the opportunity to combine this CIELab color feature extraction 
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with other image feature extraction methods such as texture, pattern, shape, or edge 

features. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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