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Abstract. In order to solve the problems of inconvenience and high cost of coal 

gangue calorific value measurement, the machine learning algorithm is adopted 

and applied to the prediction of practical engineering. Firstly, the industrial anal-

ysis components and calorific value of coal gangue in Xinjiang are obtained by 

experiment following the Standard GB/T213-2008 and GB/T212-2008 in China. 

Then, the experimental methods and experimental data used are analyzed to es-

tablish a data set of coal gangue. Secondly, a nonlinear prediction model of coal 

gangue calorific value combined with the particle swarm optimization algorithm 

is proposed. The prediction model is trained and predicted based on the experi-

mental data. Finally, the accuracy and reliability of the above model are verified 

by comparing the deviation between actual measurement values and prediction 

values. The research results show that calorific value prediction model for coal 

gangue based on PSO-SVR proposed in this study has high prediction accuracy 

and convergence speed, which can provide scientific basis for energy utilization 

of coal gangue. 

Keywords: Coal Gangue, Calorific Value Prediction, Support Vector Regres-
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1 Introduction 

Due to the acceleration of industrialization and the continuous increase of energy de-

mand, more and more attention has been paid to the utilization potential of coal gangue 

as an energy resource [1-2]. However, the measurement of coal gangue's calorific value 

and production capacity, as important indicators to evaluate its comprehensive utiliza-

tion value and energy potential, has always been facing problems such as inconvenience 

in practical measurement and high cost, which limits the scale and efficiency of coal 

gangue resource utilization. 

With the advancement of artificial intelligence, machine learning technologies have 

been intensively utilized owing to its ability to predict functions through extensive sam-

ple learning [3-4]. Therefore, many scholars have constructed many prediction models 

for the calorific value of various fuels such as coal based on experimental data. By 

predicting the relevant sample calorific value from limited experimental data, a more  
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convenient and effective way is provided for the determination of fuel calorific value. 

Mason [5] and Given [6] began research on predicting the coal calorific value in the 

1980s, and established a multiple linear regression model based on results of industrial 

analysis and element analysis. Many researchers have used multiple linear regression 

analysis to establish predictive models for coal calorific value through moisture and ash 

content [7-9]. 

According to the non-linear relationship between the coal calorific value and indus-

trial analysis components, especially the non-linear discrete relationship between mois-

ture, volatile matter and other components in coal and the calorific value [10]. Many 

researchers have employed different methods to construct non-linear prediction models 

for the coal calorific value. Nonlinear prediction modeling were carried out by artificial 

neural network (ANN) methods [11]. There are also studies using support vector re-

gression (SVR) to model and predict the coal calorific value of different regions. The 

research results indicate that the performance of the nonlinear prediction model is much 

better than that of linear prediction model [12-13]. 

Since calorific value of solid waste coal gangue in mining is small and distributed 

relatively dispersed, hence the previous studies mainly focusd on the calorific value of 

coal and the identification and separation gangue of from coal. And few manuscripts 

are published on calorific value experiments and prediction for coal gangue. Gao et al. 

[14] used a mixed kernel function support vector regression method to predict the cal-

orific value of coal gangue, but the construction of its kernel function was complex. As 

a result, it is necessary to find a simple and accurate predicting method for the calorific 

value of coal gangue. This study is based on machine learning algorithms to forecast 

coal gangue’s calorific value. Firstly, the calorific value and industrial analysis compo-

nents of coal gangue in Xinjiang were measured. Through analysis of experimental 

data, the distribution law of calorific value of coal gangue in Xinjiang was summarized. 

Then, a sample database containing 1500 sets of industrial analysis components and 

calorific value for coal gangue was established. Secondly, three nonlinear prediction 

models, SVR, random forest (RF) and back propagation neural network (BPNN), were 

used to construct a coal gangue calorific value prediction model combined with particle 

swarm optimization (PSO) algorithm. The optimal values of key parameters in the pre-

diction model were given. Finally, appropriate evaluation indicators were used to com-

pare and analyze the performance of different prediction models. The results show that 

the PSO-SVR coal gangue calorific value prediction model has high prediction accu-

racy and fast convergence speed. Obviously, the use of machine learning technology to 

predict the calorific value of fuel resources can reduce testing costs and improve testing 

efficiency, providing a basis for the analysis and calibration of fuel calorific value, as 

well as comprehensive utilization of resources. 

2 Analysis of Coal Gangue Composition and Calorific Value 

2.1 Overview of Experiment 

In this study, we used the raw samples of coal gangue to conduct experimental research 

on the industrial analysis components such as moisture, ash, and volatile matter, as well 
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as the calorific value. A total of 1500 sets of test samples were obtained, and a database 

of industrial analysis indicators and calorific values of Xinjiang coal gangue was estab-

lished, including: air drying base moisture (Mad), air drying base ash (Aad), air drying 

base volatiles (Vad), air drying base fixed carbon (FCad), and air drying base bomb cal-

orific value (Qb,ad). The experimental equipment used included a 5E-C5500 oxygen 

bomb calorimeter, an LC-213 forced air drying box, an SDMF300 intelligent muffle 

furnace, and a BSA124S electronic balance. 

2.2 Measurement Method for the Calorific Value of Coal Gangue 

Currently, there is no standard or specialized measurement method for gaguing the cal-

orific value of coal gangue. In industry, the measurement method of coal calorific value 

is often used as a reference. The way for measuring the calorific value of coal is often 

used as a reference. The actual calorific value calibration mainly follows the "Approach 

for Determination of the Calorific Value of Coal" (GB/T213-2008), which is measured 

directly using an oxygen bomb method, or calculated by the composition analysis and 

the industrial analysis method of coal. However, the direct detection method is not only 

susceptible to instrument and human factors, but also has problems such as high detec-

tion costs and long analysis [15]. 

The Basic Principle of Measurement. 

The basic principle of measurement for the energy value is the first law of thermo-

dynamics. The amount of coal gangue sample is placed in a sealed container (oxygen 

bomb) with sufficient oxygen for complete combustion. The heat generated by the com-

bustion is absorbed by a certain amount of water (i.e., the inner cylinder water) and the 

calorimeter system around the oxygen bomb, and the temperature rise of the water is 

directly proportional to the heat released by the combustion of the sample. 

Calculation of Calorific Value. 

The first law of thermodynamics states that energy is conserved during the transfer 

and conversion of different forms, and heat can be transferred from one object to an-

other while the total energy remains constant. Therefore, the equation for calorific value 

by using an oxygen bomb calorimeter is as follows: 

 
2 21 v 2 vb F F H O H O l( )m Q m Q W Q C W W T+ + = +   (1) 

Where, 1m  represents the mass of the substance to be measured, vQ  represents the 

calorific value per unit mass of the substance to be measured, 2m  represents the mass 

of benzoic acid, vbQ  represents the calorific value per unit mass of benzoic acid, FW  

represents the mass of the ignition wire burned, FQ  represents the combustion heat of 

the ignition wire. T  represents the temperature change of the system before and after 
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the sample burns, lW  represents the water equivalent of the instrument,
2H OC  represents 

the specific heat capacity of water, 
2H OW  represents the  mass of water. 

2.3 Industrial Analysis and Measurement Methods for Coal Gangue 

In the research on the forecasting model of coal calorific value, the main indicators of 

coal quality are the industrial analysis component. Therefore, this study carried out in-

dustrial analysis of coal gangue, mainly referring to the "Industrial Analysis Method of 

Coal" (GB/T212-2008). 

Air Drying Base Moisture Mad (%).  

In this experiment, the air drying method was used. A specified quantity of coal 

gangue was weighed and put in a forced air drying box at (105~110) ℃. The sample 

was dried to a constant mass in the air stream. The moisture content was calculated 

from the mass loss of the coal gangue sample. Moisture content can be computed as 

follows: 

 1
ad 100

m
M

m
=   (2) 

Where, m represents the mass of the sample (g), m1 represents the mass lost after 

drying (g). 

Air Drying Base Ash Aad (%). 

Slow combustion method was used in this experiment. A specified quantity of coal 

gangue was weighed and put in a muffle furnace, heated at a certain rate to (815±10) ℃, 

and slowly ashed and burned to a constant mass. The ash content was determined by 

the mass fraction of the residual mass to the total mass of the test sample. Ash content 

can be computed as follows: 

 
1

ad 100
m

A
m

=   (3) 

Where, m represents the mass of the air-dried coal sample (g), m1 represents the mass 

of the residue after burning (g). 

 

Air Drying Base Volatiles Vad (%). 

The determination of volatile content involves placing a certain mass of coal gangue 

in a special crucible that is isolated from the air. Under certain high temperature condi-

tions, the sample is heated for a length of time, and gaseous products (excluding mois-

ture content) resulting from the decomposition of the coal gangue are the volatile con-

tent of the coal gangue. The coal gangue sample is weighed and placed in a covered 
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porcelain crucible. At a temperature of (900±10) ℃, the sample is heated in isolation 

from the air for 7 minutes. The volatile content of the coal gangue is determined by 

subtracting the moisture content from the mass fraction of the reduced mass to the total 

mass of the sample. Volatile content can be computed as follows: 

 1
ad ad100

m
V M

m
=  −  (4) 

Where, m denotes the mass of the coal sample (g), m1 represents the mass reduction 

of the coal sample after heating (g). 

Air Drying Base Fixed Carbon FCad (%). 

According to the elemental analysis of coal industry, fixed carbon can be obtained as 

follows: 

 ad ad ad ad100FC M A V= − − −  (5) 

2.4 Analysis of Experimental Results 

In industrial production, different coal-based waste recycling technologies are often 

used based on the calorific value. The coal gangue is classified as high-calorific coal 

gangue (with the calorific value of 6270-12550 kJ/kg), medium-calorific coal gangue 

(with the calorific value of 2090-6270 kJ/kg), and low-calorific coal gangue (with the 

calorific value of <2090 kJ/kg). High calorific coal gangue is often utilized for power 

plants, while medium and low calorific of that are mostly used in the production of 

building materials [2]. Obviously, compared to the coal, coal gangue is a low-calorific 

solid waste during mining. 

The experimental results of 1500 coal gangue exemplars are displayed in Fig. 1. The 

horizontal coordinate is Qb,ad (MJ/kg), and the vertical coordinate is the industrial com-

ponent analysis of coal gangue, including Mad, Aad, Vad and FCad (%). 

 

Fig. 1. Distribution of coal gangue database. 
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It was shown in Fig. 1 that the measured and collected coal gangue calorific values 

are distributed between 2MJ/kg-28MJ/kg. Most of the coal gangue calorific values are 

concentrated between 4MJ/kg-18MJ/kg (i.e., 4000kJ/kg-18000kJ/kg), and a small por-

tion is distributed near 25MJ/kg. The number of coal gangue samples with calorific 

values between 20MJ/kg-24MJ/kg is almost negligible. 

To avoid mixing other ore solid materials into the coal gangue during mining, lead-

ing to the calorific value of coal gangue that is not consistent with reality, these abnor-

mal data were screened out and removed. Considering the low possibility of coal 

gangue having comparable calorific value to coal, in this study, only data sets with coal 

gangue calorific values less than 18MJ/kg were selected for model training and learn-

ing. Similarly, there are a small number of sample data in the coal gangue calorific 

value dataset that are less than 2MJ/kg. 

To guarantee the reasonable validity of the inputs for prediction model, experimental 

data with coal gangue calorific values distributed between 2MJ/kg and 18MJ/kg were 

selected. Fig. 2 presents the coal gangue calorific value and industrial analysis database 

established by our research institute. To better observe the distribution of the coal 

gangue database, Fig. 3 also provides the distribution and proportion of coal gangue 

samples with calorific values in different intervals. 

It can be obtained from Fig. 2 and Fig. 3 that the calorific values of coal gangue 

mainly between 4MJ/kg-12MJ/kg, accounting for a high proportion of 87.3%. The pro-

portions of 4MJ/kg-6MJ/kg, 6MJ/kg-8MJ/kg, and 8MJ/kg-10MJ/kg are 23.8%, 40.1% 

and 23.5%, respectively. There are fewer distributions in the ranges of 2MJ/kg-4MJ/kg 

and 12MJ/kg-18MJ/kg. The proportions of 2MJ/kg-4MJ/kg and 16MJ/kg-18MJ/kg are 

both only 0.3%, while the proportions of 12MJ/kg-16MJ/kg is 3.4%. Obviously, the 

calorific values of the established coal gangue database mainly distribute in the range 

of 4MJ/kg-12MJ/kg, which belong to high-calorific and medium-calorific gangue suit-

able for power generation. Therefore, accurately predicting the calorific values of coal 

gangue in this range will directly improve the utilization rate and value of related re-

sources. 

 

Fig. 2. Prediction model database. 
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Fig. 3. Distribution of calorific value. 

3 Prediction Model of Calorific Value of Coal Gangue 

3.1 Support Vector Regression Model 

SVR is a machine learning algorithm for solving regression problems [16]. This algo-

rithm performs linear regression on sample data by searching for the optimal hyper-

plane in the feature space. For a given sample set 

 1 1 2 2( , ),( , ), ( , ) , Rn n iS x y x y x y y=  , it is mapped to a multi-dimensional feature 

space by a nonlinear transformation function ( )f x . The relationship between input 

data x and output data ( )f x  is as follow: 

 
( ) ( )Tf x w x b= +

 (6) 

Assuming that there can be a maximum deviation of ε between ( )f x  and y, we can 

construct a width of 2ε interval centered at ( )f x , extending ε on both sides. If the sam-

ple data falls within this interval, the forecasted result is regarded correct. SVR can be 

equivalently transformed into a problem of solving the optimization. 

 
, ,

1

1
min ( )

2

n
T

i i
w b

i

R w w C


 




=

= + +
 (7) 

Where, C represents the Penalty factor, i

 and i  represent relaxation factor. 

3.2 Random Forest Prediction Model 

RF is an extensive version of decision trees. It solves prediction problem by combining 

multiple models, as shown in Fig. 4. RF constructs multiple decision trees and combines 
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them for prediction [17]. The basic idea is to create a new training set Q1 by sampling 

from the original dataset. Then, from Q1, we randomly select a subset Q2 of n samples 

and k features. A decision tree is built by using Q2. After each iteration, the sampled 

samples are put back into the dataset and the process is repeated to create a forest of m 

decision trees. The final prediction result of RF is obtained by averaging the predictions 

of all decision trees in the forest. RF has the advantages of randomly selecting samples 

and features, effectively avoiding overfitting, and having a simple implementation pro-

cess with strong noise resistance and stable model performance. However, it has a 

longer training time compared to other models. 

3.3 BP Neural Network Prediction Model 

BPNN is a type of feed-forward neural network with hidden layers for error back-prop-

agation training [18]. The core idea of the BPNN is to use gradient search techniques 

to minimize the mean squared error between the predicted and actual outputs of the 

neural network, as shown in Fig. 5. 
Start

Establish sample data Q1

Compose training set Q2

Establish a decision tree mi

i<m ?

Solving the arithmetic mean

Output and End

Yes

No

Randomly select k features

Randomly select n sample data

 

Fig. 4. Flowchart of random forest. 

Determine the structure of 

BPNN

BPNN training

Analyze and divide data into 

training and testing sets

Meet accuracy 

requirements

Yes

No

Training function, 

weight adjustment

Output and End

Start

 

Fig. 5. Flowchart of random forest. 
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From the flowchart of Fig. 5, it can be seen that the structure of each layer is a com-

bination of numerous neurons, and neurons in adjacent layers can be connected, while 

neurons in the same layer are not connected. The number of the input layer, the hidden 

layer and the output layer are N, L and M, respectively. The state of each neuron is only 

influenced by the result of signal processing from the neurons in the previous layer. If 

the outputs of the output layer is not up to the expected level after judgment, it will 

become a backward propagation. The BPNN has efficient computational capabilities, 

can reflect many complex mapping relationships, and has comprehensive recognition 

capabilities.
 

3.4 Particle Swarm Optimization Algorithm 

There are key parameters that affect the prediction accuracy in various prediction algo-

rithms. For the purpose of further promote the performance of the coal gangue calorific 

value forecasting model, the PSO algorithm is adopted. The mean square error (MSE) 

of the outputs of the presented model are employed as the objective function of the 

optimization method to carry out a large-scale search for the optimal key parameters of 

the prediction model.  

 

2

1

1
MSE ( )

n

i i

i

q y
n =

=  −
 (8) 

Where, n denotes the total scale of training samples, y stands for the output value of 

the training samples, and q
 
suggests the target value of the output. 

The PSO algorithm was initially proposed by Kennedy as powerful and widely used 

swarm intelligence optimization algorithm to solve optimization problems [19]. It's 

found that the members of a bird flock always share information about the location of 

food while foraging, which accelerates the act of seeking out food. The answer for an 

optimization problem is seen as a bird in the search space, and the bird changes its 

location constantly to find the location of food during its flight. 

In this algorithm, each particle has a memory and can track its best position from the 

previous iteration, including the individual best position ipbestX  and the global best po-

sition 
gbestX . There are n particles in a d-dimensional search space. The position and 

velocity of the ( 1, 2, , )i i n=  particle at the t-th iteration are represented by vectors 

,1 ,2 ,( , , , )t t t t

i i i i dx x x=X  and 
,1 ,2 ,( , , , )t t t t

i i i i dv v v=V , respectively. The update method for 

the i-th particle at the (t+1)-th iteration is as follows: 

 1

1 1 2 2( ) ( )t t t t t t

i i ipbest i gbest ic r c r+ = + − + −V V X X X X  (9) 

 
1 1t t t

i i i

+ += +X X V  (10) 

Where,   is inertia weight factor, 1c  and 2c  are learning factors. 1r  and 2r  are ran-

dom variables subject to uniform distribution (0,1)U . 
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To solve a minimization optimization problem, the best positions bestP  and bestg  ex-

perienced by particles and the population are determined by Eq.(11) and Eq.(12), re-

spectively. 

 
( ), if ( ( )) ( ( 1))

( 1)
( 1), if ( ( 1)) ( ( ))

best best i

best

i i best

t f t f x t
t

x t f x t f t

 +
+ = 

+ + 

P P
P

P
 (11) 

  1 2( 1) min ( 1), ( 1), ( 1)best nt t t t+ = + + +g p p p  (12) 

Where, ( )f   represents the fitness function for each particle, which is also regard as 

the objective function for the optimization problem. 

4 Results and Analysis 

4.1 Evaluation Index of Prediction Results 

In this study, three evaluation metrics are elected to evaluate the prediction effective-

ness of the forecasting model, including Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and Coefficient of Determination (R2). The calculation equa-

tion has been provided in reference [13]. The small values of MAE and RMSE indicate 

that the predicted values are closer to the actual sample values. The Coefficient of De-

termination (R2) is used to evaluate the degree of fit between the predicted values and 

the actual sample values. The closer its value is to 1, the closer the predicted values are 

to the actual values. 

4.2 Initial Parameter Setting of Algorithm 

The key parameters of various prediction model algorithms directly affect the accuracy 

of the prediction results. In this study, PSO algorithm was introduced to optimize the 

key parameters of the prediction model. Similarly, the optimization algorithm also has 

some key parameters, including population size and maximum iteration times, which 

need to be determined in the initial stage. The optimization range or values are shown 

in Table 1. 

Table 1. Optimization range or values of key parameters for prediction models. 

Prediction models  Key parameter Optimization range/Values 

SVR 
Penalty factor C  [100,10000] 

Kernel function coefficient   [0.0001,1] 

RF 

Number of decision trees n_estimators  [10,1000] 

Maximum depth of decision tree 

max_depth 
[50,1000] 

BPNN Penalty coefficient alpha [0.0001,1] 
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Maximum number of iterations max_iter [50,500] 

Number of hidden layer nodes hid-

den_layer_sizes 
[10,10,10,10] 

PSO 

 

Population size 30 

Maximum number of iterations 250 

Inertia weight factor   0.8 

 Learning factors 1c / 2c  0.2/0.2 

4.3 Comparison and Discussion of Prediction Performance 

This study used the experimental coal gangue industrial analysis and calorific value 

database as the dataset. The industrial analysis of Mad, Aad, Vad and FCad were used as 

input, and Qb,ad was used as the output prediction value. Three nonlinear prediction 

models, SVR, RF, and BPNN, combined with PSO algorithm were used to forecast the 

calorific value of coal gangue. 1500 samples were divided into training set and test set 

based on the ratio of 8:2, and cross validation was carried out on the prediction results. 

To reduce the randomness of the optimization process, each prediction model was in-

dependently run 20 times, and the minimum mean squared error of the model output 

was used as the objective function for optimization. The capability of the prediction 

models established in this study was compared and analyzed. Table 2 gives the best 

optimization results of different prediction models. Fig. 6 and Fig. 7 show the change 

curve of fitness value with iteration times and the coal gangue calorific value prediction 

results corresponding to the best optimization results. At the same time, the average 

value of each index of 20 prediction results was calculated to obtain the comprehensive 

prediction index of the model, as shown in Table 3. 

Table 2. Comparison of Best Optimization Results for Predictive Models (Optimal). 

Methods EMAE ERMSE R2 Optimization parameter values 

PSO-SVR 0.2617 0.3569 0.9706 (2.53e+02, 3.17273285e-02) 

PSO-RF 0.3024 0.4247 0.9585 (100, 843) 

PSO-BPNN 0.2661 0.3622 0.9698 (7.8276858e-01, 499) 

 

Fig. 6. Fitness value with iteration. 
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Fig. 7. Prediction results of calorific value. 

Table 3. Comparison of Average Optimization Results of Prediction Models (20 Times). 

Methods EMAE ERMSE R2 

PSO-SVR 0.2625±6.93E-03 0.3586±1.49E-02 0.9704±2.50E-03 

PSO-RF 0.3072±6.73E-03 0.4337±1.46E-02 0.9566±2.96E-03 

PSO-BPNN 0.2707±6.22E-02 0.3755±1.62E-02 0.9675±2.84E-03 

According to the results shown as Table 2, Fig. 6 and Fig. 7, it is known that among 

the best optimization result obtained from 20 times, the average absolute error and 

RMSE of the prediction models based on SVR and BPNN are relatively small, and R2 

is relatively large, indicating higher prediction accuracy. Among them, PSO-SVR 

model converged after about 40 iterations, and its convergence speed is clearly superior 

to other prediction models. Therefore, it is verified that the PSO-SVR model can 

achieve high prediction accuracy and fast convergence speed to predict the calorific 

value of coal gangue. However, the prediction performance of the PSO-RF model is 

lower and its convergence time is longer, which suggest that the model is unsuitable for 

predicting the calorific value of coal gangue. 

Based on analysis of the comprehensive results of 20 times in Table 3, it can be seen 

that among the various prediction models used in the prediction of coal gangue calorific 

value, the prediction accuracy of the PSO-SVR model is the highest, slightly higher 

than that of the PSO-BPNN model, and the accuracy of the PSO-RF model is relatively 

low. Considering both the prediction accuracy and convergence speed, the PSO-SVR 

prediction model is appreciate for predicting the calorific value of coal gangue. 

5 Conclusion 

This paper conducted industrial analysis and calorific value measurements on coal 

gangue from major mining areas in Xinjiang using experimental methods, constructed 

a database of 1500 sets of coal gangue industrial analysis indicators and calorific values, 

and summarized and analyzed the distribution patterns of coal gangue calorific values. 

Using Mad, Aad, Vad and FCad from industrial analysis as input data, and Qb,ad as the 

output prediction value, three nonlinear prediction models of SVR, RF and BPNN were 

adopted. With the deployment of the PSO algorithm to optimize the critical parameters 
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of the models, a prediction model for coal gangue calorific value was established. 

Through a comparison of several constructed coal gangue calorific value prediction 

models, it was found that both the SVR and BPNN prediction model have high accu-

racy, while the RF model has lower prediction accuracy and a longer convergence time. 

Among the constructed prediction models, the proposed model has the fastest conver-

gence speed and high accuracy, making it suitable for predicting coal gangue calorific 

value. In summary, the coal gangue calorific value prediction model proposed in this 

study, which combines parameter optimization with machine learning algorithms, can 

effectively predict and analyze coal gangue calorific value. This approach is more effi-

cient, convenient, and cost-effective than traditional experimental calorific value test-

ing methods, providing a new way of thinking for the determination and analysis of 

fuel calorific values such as coal gangue. 
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