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#### Abstract

Several symmetric (hybrid) two step sixth-order Pstable methods for the numerical integration of second order periodic initial value problems have been considered in this paper. These methods have minimal phase-lag than some sixth order methods in [1]-[5]. The theoretical and numerical results show that these methods are more efficient than those proposed in [1]-[5].
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## 1. Introduction

We consider a class of symmetric (hybrid) two step methods presented in [1] for solving the second order initial value problem

$$
\begin{equation*}
y^{\prime \prime}=f(t, y), y\left(t_{0}\right)=y_{0}, y^{\prime}\left(t_{0}\right)=y_{0}^{\prime} \tag{1}
\end{equation*}
$$

which arises in the theory of orbital mechanics and in the study of wave equations.

It is known that the Numerov's method is the most popular technique, which has fourth order phase-lag and possesses as only a finite interval of periodicity $\left(0,2.449^{2}\right)$. Cash [1], Chawla and Rao [2], Ananthakrishnaiah [3] developed sixth-order Pstable method with sixth order phase-lag. Thomas [4] developed sixth order almost P-stable formulae with eighth order phase lag. Xiang Kaili et.[5] proposed a class sixth order P-stable or almost P-stable method with sixth order phase lag.

The purpose of this paper is, by modifying the methods in [1]-[5] and selecting parameters suitably, to obtain a family sixth order P-stable methods for $M_{6}\left(\hat{A}, \alpha, \beta_{1}\right)$ which are P-stable and with $(2 m+4)$ order phase-lag. It is shown that the sixth order P-stable methods have minimal phase lag comparing to those presented in [1]-[5]. The implementation of these methods in this paper and
numerical illustration on one simple problem will be analyzed in detail.

## 2. Basic theory

We apply the symmetry implicit two-step method to the test equation

$$
\begin{equation*}
y^{\prime \prime}=-\lambda^{2} y, \lambda>0, \tag{2}
\end{equation*}
$$

which has the stability polynomial

$$
\begin{equation*}
\Omega\left(\xi, H^{2}\right)=A(H) \xi^{2}-2 B(H) \xi+A(H), H=\lambda h, \tag{3}
\end{equation*}
$$

where $A(H)$ and $B(H)$ are polynomials of $H=\lambda h$. We call $\Omega\left(\xi, H^{2}\right)=0$ as the characteristic equation.

Definition 1.(Lambert and Watson [6]) The method with stability polynomial (3) is said to have interval of periodicity $\left(0, H_{p}^{2}\right)$ if for all $H^{2}=$ $\left(0, H_{p}^{2}\right)$, the roots $\xi_{1,2}$ of $\Omega\left(\xi, H^{2}\right)$ satisfy

$$
\begin{equation*}
\xi_{1,2}=\exp ( \pm i \theta(H)) \tag{4}
\end{equation*}
$$

for some real valued function $\theta(H)$.
Definition 2. The method with stability polynomial (3) is said to be P-stable if its interval of periodicity is $(0, \infty)$. It is easy to see that the roots of (3) are complex and of module one if

$$
\begin{equation*}
\left|\frac{B(H)}{A(H)}\right|<1 \tag{5}
\end{equation*}
$$

Thus, the P-stability condition is valid if

$$
\begin{array}{r}
A(H)+B(H)>0, A(H)-B(H)>0  \tag{6}\\
\text { for all } H^{2} \in(0, \infty)
\end{array}
$$

The exact solution of test equation (2) with the initial condition $y\left(t_{0}\right)=y_{0}$ and $y^{\prime}\left(t_{0}\right)=y_{0}^{\prime}$ is given by

$$
\begin{equation*}
y(t)=y_{0} \cos \lambda t+\frac{y_{0}^{\prime}}{\lambda} \sin \lambda t \tag{7}
\end{equation*}
$$

Evaluating (7) at $t_{n+1}, t_{n}, t_{n-1}$ and eliminating $y_{0}, y_{0}^{\prime}$, we obtain

$$
\begin{equation*}
y\left(t_{n+1}\right)-2 \cos (\lambda h) y\left(t_{n}\right)+y\left(t_{n-1}\right)=0, \tag{8}
\end{equation*}
$$

whose characteristic equation is

$$
\begin{equation*}
\xi^{2}-2 \cos \theta(H) \xi+1=0, H=\lambda h . \tag{9}
\end{equation*}
$$

Therefore, the characteristic equation of (3) is

$$
\begin{equation*}
\xi^{2}-2 \cos \theta(H) \xi+1=0 \tag{10}
\end{equation*}
$$

where $\cos \theta(H)=\frac{B(H)}{A(H)}$.
Definition 3.(Ananthakrishnaiah [3]) We define the phase lag of the method with stability polynomial (3) as the leading term in the expansion of

$$
\begin{equation*}
\frac{A(H) \cos (H)-B(H)}{H^{2}}, \quad \text { denoted by } P(H) \tag{11}
\end{equation*}
$$

## 3. A family of sixth-order Pstable methods with minimal phase-lag

For the numerical integration of second-order periodic initial value problem (1), we consider a family of implicit two-step sixth-order methods

$$
\begin{equation*}
y_{n}^{[i]}=y_{n}-\beta_{i} h^{2}\left(f_{n+1}-2 f_{n}^{[i-1]}+f_{n-1}\right), f_{n}^{[0]}=f_{n}, \tag{12}
\end{equation*}
$$

where $i=1,2, \ldots, m$.

$$
\begin{align*}
y_{n+\alpha} & =\hat{A} y_{n+1}+(1+\alpha-2 \hat{A}) y_{n}+(\hat{A}-\alpha) y_{n-1} \\
& +h^{2}\left\{\left(\frac{\alpha^{4}}{24}+\frac{\alpha^{3}}{12}-\frac{\hat{A}}{12}-\frac{\alpha}{12}\right) f_{n+1}\right. \\
& +\left(-\frac{\alpha^{4}}{12}+\frac{\alpha^{2}}{2}-\frac{5 \hat{A}}{6}+\frac{5 \alpha}{12}\right) f_{n}^{[m]} \\
& \left.+\left(\frac{\alpha^{4}}{24}-\frac{\alpha^{3}}{12}-\frac{\hat{A}}{12}+\frac{\alpha}{8}\right) f_{n-1}\right\} .  \tag{13}\\
y_{n-\alpha} & =\tilde{A} y_{n+1}+(1-\alpha-2 \tilde{A}) y_{n}+(\tilde{A}+\alpha) y_{n-1} \\
& +h^{2}\left\{\left(\frac{\alpha^{4}}{24}-\frac{\alpha^{3}}{12}-\frac{\tilde{A}}{12}+\frac{\alpha}{12}\right) f_{n+1}\right. \\
& +\left(-\frac{\alpha^{4}}{12}+\frac{\alpha^{2}}{2}-\frac{5 \tilde{A}}{6}-\frac{5 \alpha}{12}\right) f_{n}^{[m]} \\
& \left.+\left(\frac{\alpha^{4}}{24}-\frac{\alpha^{3}}{12}-\frac{\tilde{A}}{12}-\frac{\alpha}{8}\right) f_{n-1}\right\} . \tag{14}
\end{align*}
$$

Thus, for $n \geqslant 1$, the ( $m+2$ )-parameter family of sixth-order method for $y^{\prime \prime}=f(t, y)$ is given by

$$
\begin{align*}
y_{n+1}-2 y_{n}+y_{n-1} & =h^{2}\left\{\left(\frac{1}{12}-\frac{1}{20\left(1-\alpha^{2}\right)}\right)\right. \\
& \times\left(f_{n+1}+f_{n-1}\right) \\
& +\left(\frac{5}{6}-\frac{1}{10 \alpha^{2}}\right) f_{n} \\
& +\frac{1}{20 \alpha^{2}\left(1-\alpha^{2}\right)} \\
& \left.\times\left(f_{n+\alpha}+f_{n-\alpha}\right)\right\} \tag{15}
\end{align*}
$$

where $0<\alpha<1, \hat{A}+\tilde{A}=\alpha^{2}, f_{n}^{[i]}=f\left(t_{n}, y_{n}^{[i]}\right)$,
$i=1,2, \ldots, m, f_{n \pm 1}=f\left(t_{n \pm 1}, y_{n \pm 1}\right), f_{n \pm \alpha}=$ $f\left(t_{n \pm \alpha}, y_{n \pm \alpha}\right)$ and $\beta_{i}(i=1,2, \ldots, m), \alpha$ and $\hat{A}$ are free parameters.

If we apply the method (15) to test equation (2), we have the stability polynomial

$$
\begin{equation*}
\Omega\left(\xi, H^{2}\right)=A(H) \xi^{2}-2 B(H) \xi+A(H) \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
A(H) & =1+\frac{H^{2}}{12}+\frac{H^{4}}{240}-\frac{1}{120} \sum_{k=1}^{m}\left[(-1)^{k+1}\right. \\
& \left.\times 2^{k-1} \prod_{l=1}^{k} \beta_{m-l+1}\right] H^{2 k+4}  \tag{17}\\
B(H) & =1-\frac{5 H^{2}}{12}+\frac{H^{4}}{240}-\frac{1}{120} \sum_{k=1}^{m}\left[(-1)^{k+1}\right. \\
& \left.\times 2^{k-1} \prod_{l=1}^{k} \beta_{m-l+1}\right] H^{2 k+4} \tag{18}
\end{align*}
$$

Thus

$$
\begin{gather*}
A(H)-B(H)=\frac{H^{2}}{2}>0 \\
\text { for all } H^{2} \in(0, \infty)  \tag{19}\\
A(H)+B(H)=2-\frac{H^{2}}{3}+\frac{H^{4}}{120} \\
-\frac{1}{60} \sum_{k=1}^{m}\left[(-1)^{k+1} 2^{k-1} \prod_{l=1}^{k} \beta_{m-l+1}\right] H^{2 k+4} . \tag{20}
\end{gather*}
$$

From (17), (18) and Definition 3, we have

$$
\begin{align*}
\frac{A(H) \cos (H)-B(H)}{H^{2}} & =\sum_{k=2}^{m+1}(-1)^{k}\left[\frac{1}{(2 k+4)!}\right. \\
& -\frac{1}{12(2 k+2)!}+\frac{1}{240(2 k)!} \\
& +\frac{1}{120} \sum_{l=1}^{k-1}\left(\frac{2^{l-1}}{(2(k-l))!}\right. \\
& \left.\left.\times \prod_{r=1}^{l} \beta_{m-r+1}\right)\right] H^{2 k+2} \\
& +O\left(H^{2 m+6}\right) \tag{21}
\end{align*}
$$

It follows (21) and Definition 3 that
Theorem 1. If the parameters $\beta_{2}, \beta_{3}, \ldots, \beta_{m}$
appearing in (12) are given by

$$
\begin{align*}
\beta_{m} & =-\frac{5}{252}, m \geqslant 2 \\
\beta_{m-k+2} & =-\frac{120}{2^{k-3} \prod_{\gamma=0}^{k-3} \beta_{m-\gamma}}\left[\frac{1}{(2 k+4)!}\right. \\
& -\frac{1}{12(2 k+2)!}+\frac{1}{240(2 k)!} \\
& +\frac{1}{120} \sum_{l=1}^{k-2}\left(\frac{2^{l-1}}{(2(k-l))!}\right. \\
& \left.\left.\times \prod_{r=1}^{l} \beta_{m-r+1}\right)\right], \quad k=3, \ldots, m \tag{22}
\end{align*}
$$

then, the sixth-order implicit method (15) has the phase lag of

$$
\begin{align*}
P(H) & =\left\{\frac{1}{(2 m+6)!}-\frac{1}{12(2 m+4)!}\right. \\
& +\frac{1}{240} \frac{1}{(2 m+2)!} \\
& +\frac{1}{120} \sum_{l=1}^{m}\left(\frac{2^{l-1}}{(2(m-l+1))!}\right. \\
& \left.\left.\times \prod_{r=1}^{l} \beta_{m-r+1}\right)\right\} H^{2 m+4} . \tag{23}
\end{align*}
$$

Therefore, if $\beta_{2}, \beta_{3}, \ldots, \beta_{m}$ are given by (22), we obtained three-parameters $\hat{A}, \alpha, \beta_{1}$ family of sixthorder implicit method (15) with minimal phase-lag of order $2 m+4$, which is denoted as $M_{6}\left(\hat{A}, \alpha, \beta_{1}\right)$.

Selecting parameter $\beta_{1}$ of method $M_{6}\left(\hat{A}, \alpha, \beta_{1}\right)$ suitably, we have

$$
A(H)+B(H)>0 \quad \text { for all } \quad H^{2} \in(0, \infty)
$$

From (19), (20) and (6), a family of sixth-order P-stable methods $M_{6}\left(\hat{A}, \alpha, \beta_{1}\right)$ with $2 m+4$ order phase-lag can be obtained by suitably selecting parameter $\beta_{1}$ as following table 1 .

Taking $m=2, \alpha=\frac{1}{2}, \hat{A}=\frac{3}{8}$, a particular sixth order method of this class is given by $I M_{6}\left(\beta_{1}\right)$

$$
\begin{aligned}
& \bar{y}_{n}=y_{n}-\beta_{1} h^{2}\left(f_{n+1}-2 f_{n}+f_{n-1}\right), \\
& \hat{y}_{n}=y_{n}+\frac{5}{252} h^{2}\left(f_{n+1}-2 \bar{f}_{n}+f_{n-1}\right), \\
& y_{n+\frac{1}{2}}
\end{aligned} \begin{aligned}
& =\frac{3}{8} y_{n+1}+\frac{3}{4} y_{n}-\frac{1}{8} y_{n-1} \\
& -\frac{1}{128} h^{2}\left(5 f_{n+1}-2 \hat{f}_{n}-3 f_{n-1}\right),
\end{aligned}
$$

| m | 1 | 2 |
| :--- | :--- | :--- |
| Methods | Methods 1 | Methods 2 |
| $\beta_{1}$ | $-\frac{13+2 \sqrt{55}}{972}$ | $<-2.560009 E-$ <br> 02 |
| $\beta_{2}$ |  | $-\frac{5}{252}$ |
| $\beta_{3}$ |  |  |
| $\beta_{4}$ |  |  |
| Phase- <br> lag <br> $\mathrm{P}(\mathrm{H})$ | $\frac{2\left(5+252 \beta_{1}\right)}{3 \times 8!} H^{6}$ | $-\frac{3\left(7+400 \beta_{1}\right)}{2 \times 10!} H^{8}$ |
| m | 3 | 4 |
| Methods | Methods 3 | Methods 4 |
| $\beta_{1}$ | $<0$ | $<-2.187734 E-$ |
| $\beta_{2}$ | $-\frac{7}{400}$ | $-\frac{5}{308}$ |
| $\beta_{3}$ | $-\frac{5}{252}$ | $-\frac{7}{400}$ |
| $\beta_{4}$ | $\frac{9\left(5+308 \beta_{1}\right)}{12!} H^{19}$ | $-\frac{5}{252}$ |
| Phase- <br> lag <br> $\mathrm{P}(\mathrm{H})$ |  |  |

Table 1: P-stable sixth-order methods $M_{6}\left(\hat{A}, \alpha, \beta_{1}\right)$ with phase-lag of order $2 m+4$

$$
\begin{aligned}
y_{n-\frac{1}{2}} & =-\frac{1}{8} y_{n+1}+\frac{3}{4} y_{n}+\frac{3}{8} y_{n-1} \\
- & \frac{1}{128} h^{2}\left(-f_{n+1}-2 \hat{f}_{n}+5 f_{n-1}\right) \\
y_{n+1}-2 y_{n}+y_{n-1} & =\frac{1}{60} h^{2}\left\{\left(f_{n+1}+f_{n-1}\right)\right. \\
& \left.+26 f_{n}+16\left(y_{n+\frac{1}{2}}+y_{n-\frac{1}{2}}\right)\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& f_{n \pm 1}=f\left(t_{n \pm 1}, y_{n \pm 1}\right), f_{n \pm \frac{1}{2}}=f\left(t_{n \pm \frac{1}{2}}, y_{n \pm \frac{1}{2}}\right), \\
& \bar{f}_{n}=f\left(t_{n}, \bar{y}_{n}\right), \quad \hat{f}_{n}=f\left(t_{n}, \hat{y}_{n}\right) .
\end{aligned}
$$

We knows, when $\beta_{1}<-2.560009 E-02$, the sixth order $I M_{6}\left(\beta_{1}\right)$ is P -stable, and the eighth order phase-lag

$$
P(H)=-\frac{7+400 \beta_{1}}{2419200} H^{8} .
$$

Cash used the sixth order P-stable method (see [1]) to obtain the phase lag $P(H)=-000001378 H^{6}$ while the sixth order method with eighth order phase lag has been given by Thomas [4] to show the interval of periodicity ( $0,7.68$ ). Xiang Kaili. et. [5] have given a family of sixth order methods with sixth order phase-lag.

From Table 1, we conclude that new sixth-order P-stable method has smaller phase-lag than the same order implicit methods in [1]-[5].

## 4. Numerical illustration

We note that for non-linear $f(t, y)$ all these methods are implicit and need an iterative process for computing the solution at each step. To arrive at this aim, we briefly consider the application of the modified Newton's method.

The sixth order $M_{6}\left(\hat{A}, \alpha, \beta_{1}\right)$ method is written by the form

$$
\begin{equation*}
G\left(y_{n+1}\right)=y_{n+1}-\phi\left(y_{n+1}\right)=0 . \tag{24}
\end{equation*}
$$

Suppose that $y_{n+1}^{0}$ denote an initial approximation for $y_{n+1}$ defined by

$$
\begin{equation*}
y_{n+1}^{0}=2 y_{n}-y_{n-1}+h^{2} f_{n} . \tag{25}
\end{equation*}
$$

We obtain that the modified Newton's method for (24) is

$$
\begin{align*}
& G\left(y_{n+1}^{(i)}\right)+G\left(y_{n+1}^{\prime(0)}\right) \triangle y_{n+1}^{(i)}, y_{n+1}^{(i+1)}=0 \\
& \quad=y_{n+1}^{(i)}+\triangle y_{n+1}^{(i)}, i=0,1,2, \cdots, \tag{26}
\end{align*}
$$

which converges for sufficiently small $h$. Indeed, the convergence can be derived by using $\left|y_{n+1}^{(0)}-y_{n+1}\right|=$ $O\left(h^{4}\right)$ and $\left|1-G^{\prime}\left(y_{n+1}^{(0)}\right)\right|=O\left(h^{2}\right)$, and continuous property of $G^{\prime}(y)$.

Example 1.(Lambert and Watson [6]) Problem

$$
\begin{equation*}
Z^{\prime \prime}+Z=0.001 \exp (i t), Z(0)=1, Z^{\prime}(0)=0.9995 i \tag{27}
\end{equation*}
$$

has exact solution $Z(t)=\exp (i t)(1-0.0005 i t)$. We computed $\gamma(t)=\sqrt{\mu(t)^{2}+\nu(t)^{2}}$, where $Z(t)=$ $\mu(t)+\nu(t)$ and $t=40 \pi$, by the $I M_{6}\left(\beta_{1}\right)\left(\beta_{1}=\right.$ $-0.03)$, Cash's sixth order methods [1], Chawla and Rao's sixth order method [2] and Xiang kaili's sixth order P-stable methods [5].

In Table 2, we shall give the absolute errors in $\gamma(40 \pi)$ by using $h=\frac{\pi}{4}, \frac{\pi}{5}, \frac{\pi}{6}, \frac{\pi}{9}, \frac{\pi}{12}$. It will be seen that the sixth order method $I M_{6}\left(\beta_{1}\right)$ is more efficient than the sixth order formulas presented by Cash [1], Chawla and Rao [2] and Xiang kaili [5].
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