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Abstract—Recent years, the link prediction problem in social 

network and other complex networks become a popular 

research field. One of the most significant task in link 

prediction is to design the proximity measure to calculate the 

similarities of the nodes in the network. The potential structure 

of the networks in the link prediction problem can be learned 

from the network data. In this paper, we propose a data-

dependent proximity measure under the low-rank assumption 

in the social network and many other complex networks, then 

design a scalable matrix estimation algorithm to figure out the 

proximity measure. According to our experiment results, the 

proposed proximity measure can get competitive performance 

compared with other state-of-the-art methods and can be 

scalable for complex network link prediction.   
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I.  INTRODUCTION 

Link
 
mining is a newly emerging research area which 

focuses on building predictive models of the linked data [17]. 
The study of the similarity relationship, which is also called 
link prediction, in the social network and other complex 
networks is one of the key link mining research field. In the 
link prediction problem, we can observe part of the 
relationship in the network and need to design a model to 
predict the unknown links [1]. The predict task can also be 
extended to dynamic network in which we know the status of 
the similarity in the network now and predict the new status 
of the network with the lapse of time. 

In order to predict the similarity relationship of the 
network, topological methods are chosen to calculate the 
closeness between the network nodes and extended to use in 
the scalable systems [10]. The calculation method for the 
similarity of nodes in the network is called the proximity 
measure. Most of the supervised [12], semi-supervised [6] 
and unsupervised [1][2] link prediction framework use the 
proximity measure directly or as a part of the predicting 
algorithm. Thus, the most significant task in the link 
prediction framework is to design and use the proximity 
measure. With the rapid growth of the social network and 
other complex networks in the big data era, we can obtain 
much more data and the traditional proximity measure 
become computationally challenging [14]. The potential 
structure can be acquired by learning techniques from 
network data and can help to form more precise proximity 
measure. Besides, large network containing noisy data and 
missing values can also be handled by the learning algorithm 
of the proximity measure. 
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In this paper, we propose a novel scalable proximity 
measure for link prediction with the low-rank network 
structure assumption. The proposed proximity measure 
contain the low-rank and sparse constraint which can be 
learn form the network data for capturing the intrinsic 
structure and de-noising. Then we propose an optimization 
algorithm for solving the constraint with the Augmented 
Lagrangian Multiplier (ALM) scheme [19]. The experiment 
result shows that our novel scalable proximity measure for 
link prediction can get competitive performance compared to 
several state-of-the-art data-dependent proximity measure. 

II. RELATED WORK 

In the link prediction problem, designing an efficient and 
effective procedure of the proximity measure to capture the 
structure of the complex network is a normal and significant 
task [2]. The low-rank assumption of the network dataset is 
used for learning the intrinsic structure and de-noising in the 
previous work [4][9]. It has been proven that using both the 
sparse and low-rank constraint simultaneously in the matrix 
estimation is better than only considering the low-rank 
structure. The work in [4] provide a reliable method to learn 
the similarity relationship of the network for link prediction. 
The matrix factorization method which is a popular solution 
used in recommendation system can also be an acceptable 
scheme for learning under the low-rank assumption.  

The differences between the previous methods and our 
proposed method can be both in the formulation of the 
proximity measure and in the optimization procedure. 
Besides the low-rank and sparse constraint, we select the 
hinge loss with additional equation constraint. Furthermore, 
the ALM [19] is chosen as the optimization algorithm which 
can alternatively update the matrix variances with the closed-
form solution. 

III. OUR METHOD 

A. Problem Formulation 

In the link prediction problem, we define V is the set of 
nodes and E is the set of edges in the network, so the 
network can be described as graph G=(V,E). Then the 
similarity relationship can be denoted as the adjacency 
matrix A, and the element of the adjacency matrix A can be 
defined as A[x,y]. The element A[x,y] equals 1 when node x 
and node y have similar relationship, and equals 0 if the 
relationship between nodes x and y is dissimilar or unknown.  

The proximity measure is to calculate the probability of 
the similarity relationship between nodes in the network. In 
many real world network, the similarity relationship of the 
network is aggregating by groups like clustering. Thus, the  
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low-rank assumption can be used to be the constraint rank(S). 
Moreover, the adjacency matrix of graph G has sparsity that 
can be the constraint ||E||0 which is called the l0-norm. The 
relation between the input adjacency matrix A and the target 
matrix S can be defined as the hinge loss [11] ||B||+ which is 
also used as the loss function in the support vector machine. 
Then the optimization problem of the proximal measure can 
be formulated as below: 

(1) 
In the formulation, we design three additional constraint 

beside the constraint rank(S), ||E||0 and ||B||+. The equation 
A=S+E defines an input adjacent matrix A is combined with 
a low-rank matrix S and sparse matrix E. The other two 
equation constraints are used to define the similarity 
relationship and make the calculation convenient.  

However, solving the constraint rank(S) and constraint  
||E||0 is NP-hard problem. In order to optimize the objective, 
the trace norm ||S||* and the l1-norm ||E||1 are always used to 
replace the constraint rank(S) and ||E||0. The formulation can 
be define as below: 

(2) 
Thus, the optimization problem can be solved by the the 

Augmented Lagrangian Multiplier framework [19] and all of 
the constraint ||S||*, ||E||1 and ||B||+ have closed-form solution.  

B. Optimization Algorithm 

Now, we focus on the detail procedure to solve the above 
optimization formulation which receives the adjacent matrix 
A of graph G as the input and outputs the similarity matrix S. 

 
We design the algorithm above based on the  Augmented 

Lagrangian Multiplier (ALM) scheme, and the optimization 
problem can be solved by alternating updating procedure 
until the result meets the condition of convergence. 

Since the alternating updating procedure is the most 
significant part of the proximity measure, we figure out the 
step-by-step updating rules below. Firstly, the corresponding 
Lagrangian function is defined according to the ALM 
framework below: 

(3) 
Then the each of the matrix S, E, B, D, Y1, Y2, Y3 can be 

updating repeatedly when others are fixed according to our 
proposed algorithm. The detail derivation of the updating 
rules are showed below. 

Updating S: 
When other matrix variables are known, the procedure of 

updating the matrix S can be: 

(4) 
The closed-form solution of this formulation can be 

calculated by the shrinkage operator [19] with the singular 
value threshold method [18]. 

Updating E: 
The subproblem of calculating the matrix E is similar to 

the procedure of updating the matrix S. From the Lagrangian 
function, we have: 

(5) 
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The formulation of updating E also has the closed-form 

solution. Let Sμ (X)=max(X+μ ,0)+min(X-μ ,0), the closed-

form solution is E=Sη(S+Y1/μ ) and η=λ2/μ . 

Updating B: 
The hinge loss is used as a constraint in the procedure of 

updating matrix B as the constraint penalty between the 
original input matrix A and the expectation matrix D: 

(6) 
Here, according to the formulation above, we define the 

matrix C=I1/4-(A-I1/2)◦(D-I1/2)-Y2/μ  and the notation ◦ means 

the Hadamard product. When other variances are fixed, the 
element of the matrix B and C can be defined as B[x,y] and 
C[x,y]. Thus, we can get B[x,y]=C[x,y] if C[x,y]<0, and 

otherwise B[x,y]=max(0,C[x,y]-λ3/μ ). 

Updating D: 
The matrix D is the auxiliary variable in the updating 

procedure and we can calculate the derivative when setting 
the formulation to zero. The formulation which is related to 
the matrix D is below: 

(7) 
Let the element of the matrix D be D[x,y], then the result 

of the matrix D is D[x,y]=Dm[x,y]/Dz[x,y]. Here, the matrix 
Dz and Dm is described below: 

(8) 

(9) 
Updating Y1, Y2, Y3: 

The updating procedure of the matrix Y1, Y2 and Y3 is an 

normal step in the ALM framework with the parameter μ  
which is initialized at the beginning of the algorithm. 

IV. EXPERIMENTS 

In this section, we implement our proposed proximity 
measure and use the evaluation metric to validate the 
performance of our algorithm by comparing it to other state-
of-the-art methods on several real-world network datasets. 

A. Datasets and Baselines 

We select three real-world network datasets Facebook, 
Flickr and Climate to test the proximity measure for link 
prediction in the contrast experiment. The detail information 
is showed in the statistic table below: 

TABLE I:  STATISTICS OF DATASETS 

Dataset Number of Nodes Number of Edges 

Facebook 2790 7760 

Flickr 4532 233828 

Climate 2660 77392 

Since the proximity measure for link prediction is widely 
used in the social network, we firstly choose the Facebook 
dataset [13] which contain the relationship of the users, then 
we select and filter one university from the whole dataset to 
the input adjacent matrix. Then we use the meta dataset from 
Flickr [3] and pick one of the attributes which can be 
aggregated in groups to form the relationship matrix. For 
verifying the effectiveness of our proposed proximity 
measure for link prediction, we choose the Climate dataset 
[5][15] for predicting the weather condition relationship to 
examine the adaptiveness to other complex network besides 
the traditional social network. In all the datasets, we form an 
input adjacent matrix A with notating existed relationship in 
the network for A[x,y]=1 and A[x,y]=0 otherwise. 

The state-of-the-art methods [4][9] mentioned above is 
implemented carefully as the baselines. The work with the 
low-rank and sparse constraint [4] which is solved by the 
Incremental Proximal Descent (IPD) [8] algorithm is called 
the LRSP-IPD method in our paper. And we call the matrix 
factorization for low-rank [9] optimized by the Stochastic 
Gradient Descent (SGD) [7] method MF-SGD in short. 
Moreover, We implement our proposed proximity measure 
with a matrix divide-and-conquer framework as a kind of 
Generalized Nystrom Method mentioned in previous work 
[20][21][22] to boost the calculation speed and make the 
operation of the adjacent matrix scalable for large network. 

B. Evaluation Measures 

The AUC metric [16] which is also called the area under 
the receiver operating characteristic curve is the standard 
assessment method to evaluate the quality of the proximity 
measure in link prediction problem [2]. We randomly select 
ten percent of the nodes and the corresponding similarity 
relationship in the matrix as the input to the proximity 
measure and then run the algorithm ten times to get the 
average result with the AUC metric in the experiment.  
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C. Experimental Results 

In the experiment, we use the coarse-to-fine method to 
select the parameters of all the proximity measures. 

TABLE II:  THE AUC RESULT ON THE FACEBOOK DATASET 

Noise 5% 10% 15% 20% 

LRSP-IPD (λ1=λ2=λ3=1) 0.963 0.912 0.819 0.804 

MF-SGD (k=55) 0.902 0.767 0.728 0.751 

MF-SGD (k=65) 0.969 0.847 0.764 0.706 

MF-SGD (k=75) 0.955 0.861 0.787 0.781 

Our Method (λ1=1,λ2=0,λ3=0.5) 0.964 0.910 0.842 0.804 

Our Method (λ1=1,λ2=10-6,λ3=0.5) 0.965 0.912 0.825 0.811 

Our Method (λ1=1,λ2=10-5,λ3=0.5) 0.971 0.902 0.828 0.810 

TABLE III:  THE AUC RESULT ON THE FLICKR DATASET 

Noise 5% 10% 15% 20% 

LRSP-IPD (λ1=λ2=λ3=1) 0.967 0.921 0.882 0.813 

MF-SGD (k=55) 0.950 0.860 0.813 0.716 

MF-SGD (k=65) 0.946 0.857 0.804 0.751 

MF-SGD (k=75) 0.898 0.874 0.806 0.749 

Our Method (λ1=1,λ2=0,λ3=0.5) 0.970 0.924 0.886 0.815 

Our Method (λ1=1,λ2=10-6,λ3=0.5) 0.970 0.926 0.884 0.815 

Our Method (λ1=1,λ2=10-5,λ3=0.5) 0.969 0.924 0.882 0.815 

TABLE IV:  THE AUC RESULT ON THE  CLIMATE DATASET 

Noise 5% 10% 15% 20% 

LRSP-IPD (λ1=λ2=λ3=1) 0.964 0.922 0.865 0.810 

MF-SGD (k=55) 0.954 0.806 0.756 0.713 

MF-SGD (k=65) 0.957 0.798 0.766 0.728 

MF-SGD (k=75) 0.942 0.919 0.763 0.725 

Our Method (λ1=1,λ2=0,λ3=0.5) 0.965 0.921 0.868 0.810 

Our Method (λ1=1,λ2=10-6,λ3=0.5) 0.966 0.920 0.869 0.808 

Our Method (λ1=1,λ2=10-5,λ3=0.5) 0.968 0.920 0.873 0.806 

From the experiment result above, we see that our 
proposed method can gain competitive result under the 
Gaussian noise condition from five percent to twenty percent. 

V. CONCLUSION 

In this paper, we develop a novel scalable proximity 
measure for link prediction with low-rank constraint and 
propose an algorithm to calculate the result based on the 
ALM scheme. Extensive experiments on several real-world  
network datasets for link prediction show that our proposed 
proximity measure which is used for calculating the 
similarity relationship in the link prediction problem can 
achieve competitive performance compared with other date-
of-the-art methods. And the optimization problem of the 
proximity measure can be solved robustly and effectively by 
the proposed algorithm. 
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