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Abstract—A new image reconstruction method using the WTA-

ICA model in contourlet transform domain is discussed in this 

paper.  WTA-ICA is in fact an sparse ICA algorithm, and is 

simpler and faster under high dimensional computational 

requirements. Contourlet transform can offer a flexible multi-

resolution and directional decomposition for images and 

embody well image structure. Here, for a given image, the 

contourlet transform is first used to obtain low and high 

frequency sub-band images at two layers, where each layer 

behaves four directions. Then, WTA-ICA model is used in 

contourlet domain to extract low frequency sub-band image 

features and each layer’s high frequency sub-band image 

features. Further, considered the fusion technique between 

each layer’s high frequency sub-band features, as well as that 

between the fused high frequency sub-band image features and 

the first level’s low frequency features, the total image fused 

features can be obtained. Using this fusion feature, an image 

can be reconstructed well. The quality of reconstructed images 

is measured by SNR criterion, and compared with WTA-ICA 

model, the experimental results shown that our method is 

indeed efficient in image reconstruction task.  
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I.  INTRODUCTION 

The goal of image reconstruction intends to recover the 
original ideal image from its given bad version, such as one 
contaminated by noise, or blurred by atmospheric turbulence 
[1]. In the process of image reconstruction, both denoising 
and maintaining of the detail about the image is required. 
However, in most cases, the both are mutually conflicting in 
application. To this day, many methods of image 
reconstruction has been developed to solve this confliction 
[2-4], such as filter based methods [2] wavelet based 
methods [3], sparse representation based methods and so on 
[4]. In these methods, sparse representation based methods 
has been used widely at present. This method can reduce 
hardly computation complexity. While winner-take-all 
(WTA) based independent component analysis (ICA) model 
(denoted by ICA model here) is in fact a sparse 

representation model. It utilizes the l
 norm as the 

independence and sparse measure criterion, and compared 
with basic ICA model, it is much simpler and faster under 
high dimensional computational requirements. To ensure the 
sparseness and the high frequency details of an image, the 

contourlet transform is first used to preprocess it, and then, in 
the contourlet domain, WTA-ICA model is used to extract 
all low frequency and high frequency sub-band images’ 
features. For high frequency sub-band features at each layer, 
the weighted average feature fusion technique is used, and 
then the high frequency fusion features are obtained. Further, 
the fusion method between this high frequency fusion 
features and the first level’s low frequency features are again 
discussed, and the fusion features obtained are used as the 
total image features. Finally, utilizing the total image 
features, an image can be reconstructed successfully [4]. This 
method can well both retain the low and high frequency 
information of images. To testify the effect of our method, 
the image reconstruction task using WTA-ICA model are 
also discussed in this paper. Experimental results testify that 
the method explored by us is indeed efficient.  

 

 
Figure 1. The illustration of contourlet transform process. 

II. CONTOURLET TRANSFORM  

Contourlet transform method was proposed by M. N. Do 
et al [6-7] on the basis of wavelet transform method. This 
transform can offer a directional multi-resolution image 
representation, which can efficiently capture and represent 
smooth object boundaries in natural images, since it allows 
for a different number of directions at each scale [5]. The 
contourlet transform is constructed as a combination of the 
Laplacian Pyramid [5] and the 2-D directional filter banks 
(DFB) that can be maximally decimated while achieving 
perfect reconstruction [6]. And this transform process can be 
simply generalized as two steps [7]: (1) Firstly, to catch all 
singular points in an image, the multi-scale decomposition is 
realized by using the LP filter. (2) For the HP sub-band 
images, the DFB are applied to them in order to make all 
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singular points in the same direction composed into a 
contourlet. The DFB are designed to capture the high 
frequency components of images, and are efficiently 
implemented via an l  level tree-structured decomposition, 

which can lead to 2
l sub-bands with wedge-shaped 

frequency partitioning as shown in Fig.1, and each sub-band 
represents a direction in Fig.1.  

III. WTA-ICA MODEL 

A. The Cost Function with l
 norm based  Sparseness  

Assumed that a random vector y has zero mean value and 

unit variance, so its sparseness to p
l  norm criterion is 

defined as follows [8] 
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Thus, for the l
  norm sparseness measure function, the 

optimization process is relatively easy, which is defined the 
following form 

      
1

maxlim

p
p

ii
ip i

J y E E yy



 

  
 

                 (3) 

and for mathematical convenience, let 
jy  be replaced with 

 
2 2

T
jj
xy w  (here x  is also a random vector and jw  is 

the column vector of weighted matrixW ), thus, Equation (3) 

can be rewritten as [8]: 
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, the maximum part can be 

rewritten as Equation (5): 
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Let Equation (5) substitute in Eqn. (4) and let  
2r

T
j

j

B xw  , 

the cost function of WTA-ICA model is obtained 
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B. Updating Weights using WTA rule 

Using the classical gradient descent algorithm to solve 
the maximum of Eqn. (6), we can deduce the learning rule of 
the jth column vector w j  shown in Eqn. (7) 
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here  
1

r jwB  is deduced as follows 
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where Eqn.(9) is the updating rule for the weight matrix W . 

Note that    
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, where parameter cj  

is the Kronecker delta [8]. If  jc  , then ,1 cj otherwise, 

0 cj . Thus, the limitation of Eqn. (10) was obtained as: 
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Assumed  xxw
T
j  term with 1w j to be an observation, 

the goal is to get the man of this observation, while w j  is 

estimated incrementally. The sample mean values uses a 
batch method, which is called an amnesic mean is defined as  
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where ( )nx  is the mean at the nth  iteration, xn  is the nth  

sample and  n  is a non-negative small function that 

discounts old estimate and gives more weights to the new 

observation xn  at time n . Based on Eqns. (10) and (11), 

the updating rule of weight vector jw  can be derived as:  
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where  nw jj  is the component vector jw  after the jn - th  

updating, xt is the current whitened data input. 

 

 
 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS  

A. Sub-band Images Obtatined by Contourlet Transform 

Test images used in this paper were freely downloaded 
from http://sipi.usc.edu/database. Five images with 512×512 
size were selected. And each image was first decomposed by 
contourlet transform. The number of decomposition layers 
and each layer’s direction were supposed as 2 and 4.  For 
example, for Lena image, the decomposition results were 
shown in Fig. 2. Thus, for five original images, after 
contourlet transform, 5 LP sub-band images with 128×128 
size were obtained and denoted by LowX . At the same time, 

20 HP sub-band images of Layer 1 with  256×256 size and 
those of Layer 2 with 512×512 size were also obtained and 
denoted respectively by 1highX and 2highX .  

B. Features Learning by WTA-ICA Model 

This sub-section discusses mainly feature learning of LP 
and HP sub-band images by using WTA-ICA model. To get 
input image data for WTA-ICA model, for each LP sub-
band image, it was sampled randomly 10000 times with 8×8 
patches, and for each HP sub-band images, it was sampled 
randomly 2500 times with the same image patch size. And 
then, each image patch was converted into a column to save. 
Thus, the size of LowX , 1highX  and 2highX  was all 64×50,000. 

Using WTA-ICA model to train each data set, the 

corresponding LP feature bases, denoted by 
LPA , and each 

layer’s HP feature bases learned, denoted by 
1HPA  and 

2HPA respectively, were shown in Fig.3 (b) to Fig.3 (d).  As 

comparison, for the image patch set of five original clear 
test images used, the feature bases obtained by WTA-ICA 
were also shown in Fig.3 (a). From Fig.3, it can see that 
features of HP sub-band images have been extracted clearly. 

 

 

C. Image Reconstruction Based on Fusion Features 

For each layer’s features of HP sub-band images 
extracted by WTA-ICA model, the weighted average feature 
fusion technique was first utilized here, and the fusion 
features between the first layer’s and the second layer’s HP 

sub-band image features  was denoted by HPA . Further, for 

LP sub-band image features LPA and the fusion HP sub-band 

features HPA , the fusion feature method based on kernel 

canonical correlation analysis (KCCA) [9] was discussed 

again. Thus, the total fusion features totalA of test images 

were obtained. In the image reconstruction task, the test 
image was selected as the classical Lena image with 

512512 pixels. Assume that the number of image patches 

with 88 pixels sampled from Lena image was 1000, 5000, 
10000 and 50000, respectively. Corresponding to different 
image patches, the image reconstruction results obtained by 
our algorithm were shown in Fig. 4. At the same time, the 
reconstruction ones of WTA-ICA model were also given in 
Fig. 5. Distinctly, from Fig.4 and Fig.5, it can be seen that 
the larger the number of image patches is, the clearer the 
reconstructed image is. Further, to testify the reconstructed 
effect of our method, the SNR criterion was used  to measure 

无噪声图像

 

Original Lena image Low-pass sub-band image

Layer 1,high-pass sub-band images Layer 2,high-pass sub-band images

 
(a) Original Lena image (b) LP sub-band image 

Original Lena image Low-pass sub-band image

Layer 1,high-pass sub-band images Layer 2,high-pass sub-band images

 

Original Lena image Low-pass sub-band image

Layer 1,high-pass sub-band images Layer 2,high-pass sub-band images

 
(c) HP sub-band image of the 

first layer 
(d) HP sub-band  image of the 

second layer 

Fig.2  Results of contourlet transform (2 layers, 4 directions of each 

layer). 

  
(a) Natural images’ features (b) LP sub-band features 

  
(c)The first layer’s HP sub-

band features 

(d)The second layer’s HP sub-

band featues 

Fig.3  WTA-ICA feature bases of LP and HP sub-band images. 
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the reconstructed effect obtained by WTA-ICA and our 
method. The SNR values were listed in Table 1. 

 

 
 

Table 1. Values of SNR obtained by different algorithms 

corresponding to different image patches. 

Algorithms 
Image patches 

1000 5000 10000 50000 
WTA-ICA 10.51 13.81 14.36 20.53 

Our 

method 
 11.14 14.45 15.62 23.47 

 

V. COPYRIGHT FORMS AND REPRINT ORDERS 

In this paper, an image reconstruction method based on 
feature fusion technique is developed by using WAT-ICA 
model in contourlet transform domain. For each layer’s high 
frequency features, the weighted average feature fusion rule 
is used, further, for the fused high frequency features and the 
low frequency features, the KCCA fusion method is used 
and the total fused features can be obtained. Used the total 
fused features here, the image reconstruction task can be 
done. Experimental results testify that our method proposed 
is indeed efficient in reconstructing an image in application. 
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Fig.5 Reconstructed results of WTA-ICA model with different image 

patches. 
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Fig.4  Reconstructed results of our method with different image 

patches. 
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